Adaptive Delay-Aware Energy Efficient TDM-PON

S.H. Shah Newaz, Ángel Cuevas, Gyu Myoung Lee, Noël Crespi, Jun Kyun Choi

Department of Electrical Engineering, Korea Advanced Institute of Science and Technology (KAIST), Daejeon, South Korea
Department of Telematic Engineering, University Carlos III of Madrid, Spain
Department of Wireless Networks and Multimedia Services, Institut Telecom, Telecom SudParis, France

Abstract

Passive Optical Networks (PONs) are widely adopted as the last-mile technology due to the large bandwidth capacity it provides to end users. In addition, PON is viewed as a green access technology since it reduces energy consumption compared to other access technologies (e.g., Fiber to the Node). However, there is still room for enhancing the energy efficiency of PON further, and we can find many attempts along those lines in academia and industry. A widely used approach to save energy in Time Division Multiplexing (TDM)-PON is to keep the Optical Network Units (ONUs) in sleep mode when they do not have anything to receive or transmit. However, sleep intervals have a direct negative impact on increasing traffic delay. Therefore, energy efficiency in a TDM-PON presents a clear trade-off: the longer an ONU sleeps, the less energy it consumes, but the higher the delay experienced by the downlink traffic, and vice versa. In this paper, we propose an Adaptive Delay-Aware Energy Efficient (ADAEE) TDM-PON solution. The ADAEE aims at saving as much energy as possible while meeting the PON access delay restrictions imposed by the operator. We evaluate our solution in terms of energy consumption and delay performance using real traffic traces. The results demonstrate that the proposed solution can meet delay requirements while being more energy efficient solution compared to the existing solutions.

1. Introduction

There is an urgent need for energy efficient Information Communication Technology (ICT) solutions due to the rise of energy costs. Novel solutions are sought for due to the increasing awareness of the ecological impact of ICT equipment in the environment. For instance, the authors in [1] show that communication networks produced 64 megatons of CO2 in 2002. Due to the huge demand of Internet services with applications consuming high data rate resources, network capacity has grown very quickly in the past few years. The production of green-house gases by communication networks has expanded very rapidly too. It is interesting to observe that network access equipment is responsible for close to 70% of the overall telecom network energy demand, even though its utilization represents less than 15% [2]. These numbers suggest that research and industry efforts should focus on proposing energy efficient access networks while providing increased access capacity to anticipate future demand.

Time Division Multiplexing (TDM)-Passive Optical Network (PON) (e.g., Ethernet PON (EPON) and Gigabit-capable PON (G Pon)) appears to be a promising access technology meeting both requirements: (i) it increases the transmission rate of traditional access technologies up to the order of Gbps and (ii) it consumes much less energy than other access technologies like WiMAX, Point-to-Point Optical Access Network, Fiber-to-the-Node (FTTN) [3].
Although a TDM-PON is regarded as an energy efficient network compared to other access networks, there is still room for reducing their energy consumption. To improve energy efficiency of TDM-PONs, the effort is concentrated on the Media Access Control (MAC) and the physical layers. In the physical layer, the effort is focused on developing optical transceivers and electronic circuits with lower power consumption and response time. In the MAC layer, most studies propose to apply sleep control and energy-aware scheduling schemes. TDM-PONs can save energy by moving the Optical Network Unit (ONU) to sleep (reducing consumption by turning off power hungry electronic components such as the optical transceiver) when it does not have any incoming or outgoing traffic.

The sleep mode mechanism appears as a good option to save energy since the access traffic is usually bursty [3]. However, the sleep mode approach is challenging in practice because once an ONU is in sleep mode, the Optical Line Terminal (OLT), which is the centralized intelligence in a TDM-PON, cannot communicate with it until that ONU leaves the sleep mode. Therefore, the OLT needs to buffer all the packets while an ONU is in sleep mode. The duration of the sleep interval directly affects the delay experienced by those packets stored in the OLT, since longer sleep interval leads to longer OLT frame storage and thus longer frame delay in the PON-based access network. Therefore, energy saving in PON presents a clear trade-off between energy saving and delay performance.

When an ONU sleeps it loses its connection to the OLT clock and synchronization. After completion of sleep, it takes about 5.125 ms [4] for an ONU to recover its connection to both the OLT clock and synchronization. Therefore, an ONU’s sleep interval (usually assigned by the OLT) needs to be long enough for transiting from active mode to sleep mode, then from sleep to active mode, and for recovering connections to the OLT clock and synchronizing with it. Consequently, when the downlink or uplink traffic arrival rate is high and has a strict delay requirement, an ONU cannot move to sleep mode due to the clock recovery and synchronization time [4]. Reducing clock and synchronization time would thus make it possible to efficiently minimize energy consumption in ONUs [4,5].

We found several studies [3,6,7] proposing mechanisms in the MAC layer for managing sleep mode in PON to save energy. In addition, research results have also improved the physical layer of ONUs by defining a new ONU architecture, in particular, for recovering the OLT clock and finishing synchronization quicker, as proposed in [4]. Furthermore, there is ongoing research work on developing optical transceivers and circuitry with low power consumption and low response time [5].

In fact, the actual role of an ONU should be to reduce energy consumption as much as possible while always meeting the access delay requirements imposed by the operator. All previous studies have focused on one or the other of these aspects, but none have dealt with both issues at the same time. In this paper, we propose Adaptive Delay-Aware Energy Efficient (ADAEE) solution that aims to: (i) meet access delay requirements and, (ii) at the same time reduce the energy consumption as much as possible. ADAEE presents two main contributions: (i) a novel ONU architecture and (ii) a novel algorithm to compute the maximum \( T_{\text{max}} \) and minimum \( T_{\text{min}} \) sleep interval values. Both contributions together allow fulfilling operator delay requirements while maximizing energy savings.

We use 24 h traces of real time traffic to evaluate the ADAEE proposal and compare it with two previously proposed solutions. We also evaluate performance of the ADAEE using Constant Bit Rate (CBR) and Variable Bit Rate (VBR) traffic. The results demonstrate that in different scenarios (strict delay and relaxed delay) ADAEE solution is the most energy efficient solution compared to the existing ones while it meets the access delay requirement. Therefore, to the best of our knowledge, the ADAEE is the first proposal that addresses energy efficiency linked to the obligation of fulfilling the required delay for the PON traffic. In addition, we examine how sleep mode affects TCP throughput. The results exhibit that in compare to existing ones (proposals that consider sleep mode to improve energy efficiency of PON) ADAEE shows a best throughput performance.

The remainder of this paper is structured as follows: Section 2 introduces the TDM-PON background and related work. Section 3 describes our proposal, the ADAEE approach, in detail. We present the performance evaluation of our proposal in Section 4 together with a comparison to two earlier proposals from the literature. Finally, Section 5 provides conclusions.

2. Related work

In this section we first briefly describe operation of a TDM-PON, and then we present those related works that influence our proposal classified into two categories: MAC layer and physical layer approaches.

2.1. TDM-PON background

A TDM-PON utilizes a broadcast-and-select mechanism for downlink transmission (from OLT to ONU). In a TDM-PON, downlink frames are transmitted through a fiber and then broadcasted using a passive component called splitter. Usually the splitting ratio is 1:n, where \( n \) can be 16, 32, 64 or 128 ONUs. Fig. 1 depicts a generic TDM-PON architecture. In order to identify the destination ONU, the OLT uses a unique identifier for each of them (i.e. ‘Alloc ID’ in GPON [8] and unique Logical Link Identifier (LLID) in EPON [9]). Furthermore, ONUs do not know when the downlink traffic arrives at the OLT and the time when the OLT schedules the traffic transmission for them. Therefore, IEEE standard 802.3ah [9] specifies that ONUs should keep its optical receiver continuously on in order to capture all downlink frames and check whether they are destined for it or not. Clearly this solution is far from being energy efficient since there are many periods of time in which an ONU does not have any incoming traffic, and thus

---

\[1\] In all this paper we use the term strict delay requirement to refer those cases in which the delay in the access network needs to be very low (e.g. 4 ms), while we use the term relaxed delay requirement for longer PON access delay (e.g. 30 ms)).
could save energy by turning off the optical receiver and other components. From now on in the paper we will refer to this ONU as existing solution since ONUs that implement this standard (e.g. IEEE 802.3ah [9]) are available in the market.

In a TDM-PON system, for uplink transmission, a dedicated time slot is assigned to each of the ONUs by the OLT during an uplink transmission cycle. An ONU that has traffic to transmit in the uplink direction needs to send a request to the OLT indicating the required bandwidth. Then, the OLT collects all request messages and decides what transmission slot for each of the ONUs during the next uplink transmission cycle after executing the so-called bandwidth allocation algorithm (i.e. dynamic or fixed bandwidth allocation). Next, the OLT notifies each of the requester ONUs.

At this point we should notice that most of research proposals (both in the MAC and physical layers proposals) are mainly focusing on the PON downlink part in sleep mode management, as we will see in the next subsections. The main reason is that in a TDM-PON, managing the downlink traffic along with sleep mode management in ONUs is more challenging because an ONU knows when it has something to transmit, but it rarely knows when it will receive the next downlink frame from the OLT. Therefore, although we also consider how PON uplink works in our solution, we devote more effort to define the downlink part.

2.2. MAC layer approaches

To reduce energy consumption, key ideas in the literature are to switch off some components (e.g. Photo Detector (PD), Limiting Amplifier (LA), Continuous Mode Clock and Data Recovery (CM-CDR)) when there is no available uplink or downlink traffic to/from that ONU [3,4]. This state is known as sleep mode. When an ONU moves to sleep mode, the OLT-ONU communication is not feasible until the ONU activates all the components entering in active mode again. Therefore, to check whether any incoming packet is available at the OLT or not, each ONU periodically wakes-up, following a schedule provided by the OLT and listens to the optical medium. If there are any buffered frames in the OLT destined for an ONU, the OLT sends them. If no frames are available, then the OLT schedules the next sleep interval for the ONU, that is, the OLT indicates the ONU when it should enter in active mode again to check downlink traffic availability. For uplink transmissions the OLT assigns a fixed and dedicated time slot to ONUs willing to transmit traffic, so that an ONU can wake up and transmit in the assigned time slot staying in sleep mode until that moment.

To reduce PONs energy consumption, the utilization of the sleep mode has been widely adopted in the literature. However, deciding on sleep intervals for an ONU is indeed a challenging issue since there is a clear trade-off between energy efficiency and Quality of Service (QoS) in terms of delay. A long sleep interval might provide a large energy saving at the price of increasing the PON delay performance. Moreover, the bursty nature of access networks traffic makes difficult to accurately predict the right sleep interval [3]. For instance, after a silent period in an ONU downlink traffic, the OLT could define a long sleep interval to that ONU, and suddenly receive a traffic burst that will experience a higher delay due to wrong prediction of the OLT.

In [6,10], authors propose a three way handshake approach. When an ONU does not have any traffic to receive at the OLT, the OLT computes the sleep interval and sends it to the ONU. Finally the ONU acknowledges the reception of the new sleep interval and then switches into sleep mode. The three way handshake mechanism imposes an extra roundtrip delay [3]. Authors in [10] refer to the limitation of this three way message exchanging mechanism in a TDM-PON having large number of ONUs. When the number of ONUs is large, the goodput from both uplink and downlink is reduced [6]. It must be noted that these proposals require both optical transmitter and receiver to remain on in the ONU during the active period due to the three way handshake. This implies higher energy consumption in the ONU side. As we will see later, other proposals allow turning off the transmitter when the ONU is receiving traffic and does not need to transmit.

For lightly loaded networks, authors in [7] propose to assign fixed bandwidth for each of the ONUs. To enable that, they assign a fixed duration downlink time slot to each ONU (similar approach is followed for the uplink).
However, the limitation of this solution comes from the fact that assignment of fixed slots sometimes causes under-allocation or over-allocation of bandwidth to an ONU, as traffic arrival of an ONU can change dynamically.

Authors in [11] propose a novel algorithm to calculate the sleep interval leading to a more suitable response time in the ONU. This algorithm runs in the OLT side, which computes a new sleep interval every time an ONU wakes up while there is no downlink traffic. It must be noted that ONUs need to acknowledge the reception of the new sleep interval, thus forcing the transmitter to be active every time they wake up. In this mechanism, the initial sleep interval starts with a minimum sleep interval $T_{\text{min}}$. Then, if there is no downlink traffic arrival after each sleep interval ends, the ONU’s sleep interval increases exponentially (as described later in Eq. (3)) until it reaches a maximum sleep interval $T_{\text{max}}$.

Authors in [3] introduce a novel mechanism where a common algorithm running on both, ONUs and OLT, calculates the sleep interval. This allows the OLT to be synchronized with the ONUs to know when each of them is available (i.e. in active mode) without requiring any message exchange. When an ONU wakes up, it waits a predefined time to check whether some downlink traffic is available. If it does not receive any frame, it computes the new sleep interval and moves to sleep mode again. The OLT follows the same operation and knows when the ONU will be in active mode again, so that the OLT can store and then forward frames if it receives some traffic directed for that ONU. In particular, authors in [3] mention that an ONU decides to go into sleep mode whenever it does not receive anything from the OLT within one Dynamic Bandwidth Allocation (DBA) cycle, which last 3 ms for each one. Therefore, in this mechanism an ONU spends 3 ms before moving to sleep mode, which can cause significant energy consumption. Contrary to [11], the sleep interval increases much faster in this case. This could lead downlink traffic to experience more delay than in the solution presented in [11]. However, unlike the solution presented in [11], authors in [3] propose to turn off the transmitter during reception periods if there is no uplink traffic available that allows reducing the energy consumption.

ITU-T Recommendation G.sup 45 [12] specifies four types of power saving modes for GPON ONUs. These are: cyclic sleep, power shedding, deep sleep and doze mode. In power shedding, unused User Network Interfaces (UNIs) are turned off, while other three modes are used for reducing energy consumption in the analog circuitry part of an ONU [6]. In cyclic sleep mode, the transmitter and receiver of an ONU are turned off and turned on periodically. Both the transmitter and receiver are turned off in the deep sleep mode. Finally, doze mode proposes to only turn off the transmitter and is thought to save energy in cases in which the ONU is receiving downlink traffic but does not have any outgoing traffic.

2.3. Physical layer approaches

The limitation of the existing ONU architecture is considered in [4]. The existing ONU takes a significant amount of time to finish synchronization and clock recovery (both are required in order to receive and/or transmit traffic) when it wakes-up. This time amounts to 2–5 ms for recovering the clock and 125 $\mu$s for the synchronization with the PON network. Two novel ONU architectures for EPON and GPON are presented in [4,13]. These architectures shorten the overhead time (i.e. time required for recovering OLT clock and synchronization) to 125 $\mu$s when an ONU moves from sleep to active mode.

A novel ONU architecture is proposed in [4]. This architecture turns off fewer components when initiating sleep mode, presenting a better response time but allowing more power to be consumed in sleep mode (1.28 W compared to the 0.75 W consumed by the existing ONU architecture). In [4], when an ONU goes to sleep mode, all the components except the de-serializer (DMUX), which consumes much more power than any other component, are kept on in the frontend analog circuit part. With this, an ONU can maintain the OLT clock. Since the overhead time is reduced using this mechanism, now an ONU sleep interval can be reduced to a very small amount of time (i.e. less than 5.125 ms), which is not possible in the existing ONU architecture. However, we again face the trade-off between energy and QoS performance because in this novel architecture the ONU consumes 1.28 W in the sleep mode that represents almost the double power consumption than that of the existing ONU architecture. It must be noted that in active mode both architectures consume the same amount of power (i.e. 4.69 W) [14].

Therefore, to the best of our knowledge, no previous work in the literature aims to fit operator delay requirements while being energy efficient at the same time. Therefore, in this paper we propose ADAEE solution that relies on a novel ONU architecture with several modes (including two sleep modes) and an algorithm for finding suitable sleep interval. Hence, our solution utilizes good characteristics from physical and MAC layer solutions together. ADAEE centers its effort on providing a quick ONU response time when the delay requirement is strict, while under ‘relaxed delay’ requirement it increments the energy saving.

3. Adaptive Delay-Aware Energy Efficient (ADAEE)

ADAEE is a solution that presents two main contributions: (i) a novel ONU architecture that is capable of selecting suitable sleep mode to maximize energy saving and performing all other functionalities of a standard ONU, and (ii) a novel algorithm, which runs at the OLT, to compute the minimum ($T_{\text{min}}$) and maximum ($T_{\text{max}}$) sleep interval values for ONUs.

The main objectives of ADAEE are: (i) satisfying QoS in terms of operator delay requirement, and (ii) maximizing energy savings. As we have already stated there exists a trade-off between energy consumption and delay performance. It is clear that between the two goals, satisfying traffic delay requirements prevails over saving energy, since a PON operator cannot sacrifice users’ QoS to reduce energy consumption. However, there might be scenarios in which, due to the traffic nature (e.g. web traffic), the PON access delay could be relaxed and permit longer delays (e.g. 30 ms).
3.1. ADAEE system model

In our solution an ONU can have several modes as related in Section 3.1.2 (e.g. active, sleep, doze, etc.). For managing those different modes we introduce a new element named Mode Controller Logic (MCL). The MCL unit goes through different decision steps and manages all the remaining ONUs components for satisfying a specific requirement (e.g. put the ONU in active mode for transmission and reception, turning off some of the components for saving energy in absence of uplink or/and downlink traffic, etc.). ADAEE ONU has two sleep modes. The most important task of the MCL is to decide between two different sleep modes: (i) when an ADAEE ONU loses the OLT clock and works as the existing solution, the power consumption is 0.75 W and the response (or overhead) time is 5.125 ms. We name this mode as Deep Sleep Mode (DSM), and refer to this ONU operational mode as Long Overhead ONU Architecture (LOOA). (ii) We use the ONU architecture as defined in [4]. That means power consumption increases up to 1.28 W in sleep mode. However, response time is reduced down to 125 µs. We refer to this sleep mode as Light Sleep Mode (LSM), and the ONU operational mode is named as Short Overhead ONU Architecture (SOOA).

Next, we present the functional block diagram of the OLT and an ONU in our solution. Then, we briefly explain the different modes that an ONU could adopt in ADAEE. Finally, we describe the decision criteria for the MCL in order to select some of the different modes.

3.1.1. Functional block diagram of OLT and ONU in ADAEE

3.1.1.1. OLT functional block diagram. ADAEE OLT, as previously proposed in [3,6,11], is in charge of computing ONUs sleep interval. Therefore, we presume that the OLT is composed of a Transceiver Unit, an Uplink-Downlink Bandwidth Management Unit, and a Sleep Interval Measurement and Control (SIMC) Unit. Fig. 2a presents an OLT diagram. Next, we describe the main functional units in ADAEE OLT:

- **Transceiver Unit**: Transceiver unit consists of all the transmission and reception related circuitry, for example laser, avalanche photodiode, Burst Mode CDR (BM-CDR) [5].

- **Sleep Interval Measurement and Control (SIMC) Unit**: The task of SIMC unit is to obtain information of the downlink traffic received through the Service Node Interface (SNI) (see Fig. 1). If the traffic is directed to an ONU that is in sleep mode, then the SIMC unit buffers the traffic in the OLT. Whenever that ONU enters in active mode, the SIMC unit invokes the Uplink-Downlink Bandwidth Management Unit to transmit the buffered traffic. In addition, ADAEE proposes two more functionalities within the SIMC unit: (i) When there is no downlink traffic for an ONU, the SIMC unit decides the values of \( T_{\text{min}} \) and \( T_{\text{max}} \) based on the operator policy for access delay requirement and average arrival rate by using a novel algorithm (see Algorithm 1 in Section 3.3.3), which tries to satisfy the established delay requirement. \( T_{\text{min}} \) and \( T_{\text{max}} \) are sent to the ONU, and it acknowledges receipt. (ii) The SIMC unit computes the average arrival rate, which is required in the algorithm (i.e. Algorithm 1) to calculate \( T_{\text{min}} \) and \( T_{\text{max}} \), by using a predefined Sample Time Window (STW).

- **Uplink-Downlink Bandwidth Management Unit**: Similarly to [3,6,10,12], it is assumed that the OLT assigns consistently a minimum amount of uplink slot to each sleeping ONU. We define this minimum amount of uplink slot as mini-slot in this paper. Therefore, all sleeping ONUs have the option (all of them have uplink time slots) to request bandwidth allocation for the next DBA cycle to the OLT. Therefore, when a sleeping ONU receives uplink traffic from user premises through UNI, the sleeping ONU can wake up and send bandwidth request to the OLT during the dedicated mini-slot period without waiting for a sleep period to be expired.

3.1.1.2. ONU functional block diagram. Fig. 2b presents ADAEE ONU diagram including all the basic components that can be found in an ONU [3,4,13]. In the analog circuit part there are two main units: Transmitter and Receiver unit. When ADAEE ONU moves to sleep mode, some part of the digital circuitry can remain on, as proposed by [4,13]. For supporting sleep modes an additional component is required, this is a counter [4]. In addition, ADAEE ONU includes a MCL unit that decides when an ONU transits from one mode to another by turning on and off the suitable components. Next subsection presents all possible modes in an ADAEE ONU.

3.1.2. ADAEE ONU mode diagram

Next we briefly explain all the possible modes for an ADAEE ONU. We consider 5 different modes: active mode, transmission mode, doze mode, LSM and DSM. The mode transition diagram of an ADAEE ONU is presented in Fig. 3.

- **Active Mode**: In this mode an ONU can transmit and receive frames. This case is the most power hungry one (all components are on), and consumes 4.69 W [14]. MCL unit selects this mode when an ONU needs to transmit and receive at the same time.

- **Doze Mode**: Only the receiver unit is on in an ONU [3,12,14]. Hence, only reception is possible [12,14]. An ONU enters in this mode when there is no traffic for uplink transmission but it needs to listen to the downlink channel to receive traffic from the OLT. In this case the ADAEE ONU consumes 1.7 W. MCL unit selects this mode when only downlink reception exists. For instance, in the proposed ADAEE, when an ONU enters in sleep mode it needs to listen whether there is downlink traffic available or not after each sleep interval expires. Therefore, MCL unit moves an ONU in doze mode for checking the downlink availability and returns to the sleep mode again (e.g. LSM or DSM) if there is no downlink neither uplink traffic. While in case of downlink traffic availability the MCL unit keeps the ONU in doze mode. The MCL unit could move the ONU from doze to active mode if, while receiving downlink frames, there is some uplink traffic ready and the time reaches the assigned uplink time slot (see Fig. 3).
Transmission Mode: An ONU enters in this mode when it has uplink frames (including signaling messages) available and it is within the assigned time slot, keeping the receiver off [3].

Sleep Mode (LSM or DSM): This mode is selected in the absence of downlink and uplink traffic. When the OLT detects that there is no downlink traffic for an ONU, OLT’s SIMC unit computes $T_{\text{min}}$ and $T_{\text{max}}$ and it sends both values to that ONU. In reply, an acknowledgment message is sent (see Fig. 7) from the ONU to the OLT. At this point MCL unit of the ONU needs to calculate $j$th sleep interval ($T_j$) using $T_{\text{min}}$ and $T_{\text{max}}$ ($T_j$ calculation is described later in Eq. (3)). Note that the OLT also uses Eq. (3) to know when the ONU will be available to receive downlink traffic. This avoids the need to exchange messages between the ONU and the OLT when there is no downlink traffic, thus allowing ONUs to decouple the activation of the transmitter from the activation of the receiver (e.g. doze mode).

In our solution, before an ONU enters into sleep mode it needs to decide what kind of sleep mode (i.e. LSM or DSM) is suitable for this sleep interval based on a threshold value. Note that MCL unit should consider the trigger time for moving from sleep mode to active/doze/transmission mode considering the overhead time required for each level of sleep mode (i.e. LSM takes 125 $\mu$s, DSM takes 5.125 ms) (see Fig. 4). Section 3.1.3 explains how this
threshold value can be found and how the MCL makes decision for choosing either LSM or DSM for sleep mode. Next, we describe LSM and DSM:

- **Light Sleep Mode (LSM):** When an ONU enters in this mode, only the DMUX is turned off. While CM-CDR, APD photo diode, TIA and LA are left on so that the ONU does not lose the OLT clock [4]. In this mode the ONU consumes 1.28 W and requires only 125 µs to be able to receive traffic from the OLT. The improvement in the response time happens because the ONU never loses the OLT clock, and thus it enters into active/doze/transmission mode it only needs to synchronize with the OLT.

- **Deep Sleep Mode (DSM):** In this case all components DMUX, CM-CDR, APD photo diode, TIA, LA and counter are turned off during the sleep mode. In this mode the ONU consumes only 0.7 W. When entering in DSM, the ONU loses OLT clock. Consequently, when it returns to active/doze/transmission mode it first needs to get the OLT clock and later complete synchronization, which requires 5.125 ms.

3.1.3 Decision criteria for selecting DSM or LSM in ADAEE ONU

We define a threshold value for sleep mode selection ($T_{\text{threshold}}$) to select either LSM or DSM for sleep interval time. If the $j$th sleep interval $T_j \leq T_{\text{threshold}}$, MCL unit puts the ONU in LSM. Otherwise, it moves the ONU to DSM. $T_{\text{threshold}}$ is decided as follows. Let us consider $OT_{\text{LSM}}$, $OT_{\text{DSM}}$, $P_{\text{LSM}}$, $P_{\text{DSM}}$ and $P_{\text{SC}}$ to be the overhead time in LSM, overhead time in DSM, power consumed in LSM, power consumed in DSM and power consumed when an ONU tries to gain OLT clock or complete PON synchronization, respectively. It must be noted here that when an ONU needs to recover OLT clock and PON synchronization it can extract them from the downlink traffic by using its receiver unit [4,17,18]. Therefore, during this clock recovery and PON synchronization time an ONU turns on receiver unit only and spends as much power as it spends in doze mode ($P_{\text{SC}} = 1.7$ W). Then, the energy consumed during $T_j$ sleep interval if LSM is selected is given by:

$$E_{T_j}^{\text{LSM}} = (T_j - OT_{\text{LSM}}) \times P_{\text{LSM}} + OT_{\text{LSM}} \times P_{\text{SC}}.$$

Energy consumed during $T_j$ sleep interval when MCL unit selects DSM is expressed as follows:

$$E_{T_j}^{\text{DSM}} = (T_j - OT_{\text{DSM}}) \times P_{\text{DSM}} + OT_{\text{DSM}} \times P_{\text{SC}}.$$

Then $T_{\text{threshold}}$ is computed as follows:

$$T_{\text{threshold}} = T_j \times \frac{E_{T_j}^{\text{LSM}}}{E_{T_j}^{\text{DSM}}} = 1, \text{ where } j = 1, 2, \ldots, n.$$

Fig. 5 compares the energy consumed during a sleep interval for DSM and LSM under different values of the sleep interval. This allows us to find the $T_{\text{threshold}}$ that discriminates from where we should use between DSM and LSM. Therefore, if $T_j < T_{\text{threshold}}$, MCL unit selects LSM that leads to higher energy saving. In contrast, if $T_j > T_{\text{threshold}}$, ADAEE ONU will enter into DSM, i.e. this case is the most efficient in terms of energy. It must be noted that selecting LSM for any sleep interval $T_j \leq T_{\text{threshold}}$ is a wise decision. The reason behind this is that an ADAEE ONU will end up spending less energy than in the case of selected DSM when $T_j < T_{\text{threshold}}$. Besides, ADAEE ONU can move to sleep mode for any small sleep interval (e.g. 1 ms) since the overhead time in case of LSM is very small (i.e. 125 µs).

3.2. Algorithm to compute ONUs sleep interval

ADAEE algorithm to compute the sleep interval is inspired by the algorithm used in [11]. This algorithm runs in both the OLT and ONU. Therefore the OLT decides the values for the maximum ($T_{\text{max}}$) and minimum ($T_{\text{min}}$) allowed sleep intervals (as described later in Section 3.3) and informs the ONU. The ONU acknowledges receipt of these two values. Following the exponential function shown in Eq. (3), the ONU and OLT can easily measure what would be the sleep interval after each listening interval, as long as there is no downlink traffic arrivals (in case there is a new arrival new $T_{\text{min}}$ and $T_{\text{max}}$ values are computed in the OLT and sent to the ONU) using the same $T_{\text{min}}$ and $T_{\text{max}}$ values. Therefore, contrary to [11], in our solution ONU and OLT do not need to exchange any messages until some downlink and/or uplink traffic is
available, since both of them know already the sleep pattern of the ONU. Next, Eq. (3) presents the algorithm:

\[ T_j = \begin{cases} \frac{2^{j-1}T_{\text{min}}}{T_{\text{max}}}, & \text{if } 2^{j-1}T_{\text{min}} < T_{\text{max}} \\ T_{\text{max}}, & \text{Otherwise.} \end{cases} \]  

(3)

where \( T_j \) denotes the length of the \( j \)th sleep interval. That is for example with \( T_{\text{min}} = 1 \) ms, the first sleep interval \((j = 1)\) will be \( T_1 = \frac{1}{2} \cdot 2^1 = 1 \) ms, and the second sleep interval \((j = 2)\) will be \( T_2 = \frac{1}{2} \cdot 2^2 = 2 \) ms. The sleep interval gradually increases up to \( T_{\text{max}} \).

3.3. Novel algorithm for finding \( T_{\text{min}} \) and \( T_{\text{max}} \) in ADAEE

In this section we present a novel algorithm in which the ADAEE OLT computes \( T_{\text{min}} \) and \( T_{\text{max}} \) taking into account the ONU average downlink arrival rate \( \lambda \) and the delay requirement \( (D_j) \) specified by the PON operator. After that the OLT sends \( T_{\text{min}} \) and \( T_{\text{max}} \) to the ONU that computes the next sleep interval using Eq. (3). Authors in [11] also use Eq. (3) to compute the sleep interval, but they always use fixed \( T_{\text{min}} \) and \( T_{\text{max}} \) values. As it has been stated above, the decision of \( T_{\text{min}} \) and \( T_{\text{max}} \) is essential in ADAEE since it is used to compute the sleep interval, which in turns is used by the ONU MCL unit to select which sleep mode will be used by the ONU. However, in order to fully understand our algorithm we first need to understand how \( T_{\text{min}} \) and \( T_{\text{max}} \) influence PON delay, and then present a model for the PON average frame delay.

3.3.1. TDM-PON downlink frame delay

We assume that an ONU’s listening interval \( (L) \) has fixed length for checking downlink traffic availability. Let the length of the \( j \)th sleep interval be \( T_j \). Then, \( T_j + L \) is the sum of one sleep interval and the next listening interval for a particular ONU. Let \( e_j \) denotes an event indicating that one or more frames have arrived at the OLT during the monitoring period \( j \) with an arrival rate \( \lambda \). Then from [15], we get the following equations.

\[
\Pr(e_j = \text{true}) = 1 - e^{-\lambda(T_j + L)}
\]

\[
\Pr(n = 1) = \Pr(e_1 = \text{true}) = 1 - e^{-\lambda(T_1 + L)}
\]

\[
\Pr(n = j) = \Pr(e_1 = \text{false}; \ldots ; e_{j-1} = \text{false}; e_j = \text{true}) = \prod_{i=1}^{j-1} \Pr(e_i = \text{false}) \Pr(e_j = \text{true})
\]

\[
= e^{-\sum_{i=1}^{j-1} T_j + L} \{ 1 - e^{-\lambda(T_j + L)} \}.
\]

(4)

(5)

Let us consider that the notation \( E[\cdot] \) represents average value. Then for a given set of values \( T_{\text{min}}, T_{\text{max}} \) and \( \lambda \), the average delay experienced by the downlink frames can be computed as follows [15]:

\[
E[\text{Frame delay}] = \sum_{j=1}^{\infty} \Pr(n = j)(T_j + L)/2
\]

\[
E[\text{Frame delay}] = 1/2 \left\{ \sum_{j=1}^{\infty} e^{-\lambda \sum_{i=1}^{j-1} T_j + L} (T_j + L) - \sum_{j=1}^{\infty} e^{-\lambda \sum_{i=1}^{j} T_j + L} (T_j + L) \right\}.
\]

(6)

where \( T_j \) is obtained from Eq. (3), which relies on \( T_{\text{min}} \) and \( T_{\text{max}} \) values to compute \( T_j \).

3.3.2. Discussing \( T_{\text{min}} \) and \( T_{\text{max}} \) influence on downlink frame delay

Fig. 6 plots Eq. (6), which defines TDM-PON downlink frame delay, for \( \lambda \) going for 0.001 frames/ms to 0.6 frames/ms. In particular, in Fig. 6a we compare the delay for different \( T_{\text{min}} \) values and keep \( T_{\text{max}} = 1024 \) ms. In Fig. 6b we keep static \( T_{\text{min}} = 1 \) ms and show results for different \( T_{\text{max}} \) values.

We can notice from Fig. 6a that \( T_{\text{min}} \) does not influence the delay for low \( \lambda \) values (below 0.02 frame/ms). That is, for low \( \lambda \) (below 0.02 frame/ms), frame delays are similar, independently of the \( T_{\text{min}} \) values. However, for larger \( \lambda \) values, the higher \( T_{\text{min}} \) is, the more is the delay experienced.
by PON frames. Therefore, $T_{\text{min}}$ has special importance in those scenarios with medium and high data rates, which are especially interesting for optical network technologies. $T_{\text{max}}$ has an opposite behavior (see Fig. 6b). For low $\lambda$ values (e.g. below 0.1 frames/ms) the higher $T_{\text{max}}$ is, the higher the frame delay. However, the results for high $\lambda$ values are similar, independently of the $T_{\text{max}}$ values. Therefore, tuning $T_{\text{max}}$ has special importance in cases presenting low downlink traffic.

3.3.3. ADAEE algorithm for $T_{\text{min}}$ and $T_{\text{max}}$

From previous discussion on how $T_{\text{min}}$ and $T_{\text{max}}$ influence the delay, we conclude that we should deal with both of them but not at the same time. When the OLT tunes $T_{\text{min}}$, it keeps $T_{\text{max}}$ fixed, and vice versa. The decision to control $T_{\text{max}}$ or $T_{\text{min}}$ comes from a threshold $\lambda_T$ on the frames arrival rate. Then when the arrival rate is above $\lambda_T$ we play with $T_{\text{min}}$ otherwise we tune $T_{\text{max}}$ to satisfy the delay requirement while minimizing energy consumption.

As mentioned, this algorithm needs to estimate the arrival rate. For that, the ADAEE OLT SIMC unit counts the number of arrivals during a defined STW for an ONU (e.g. ONU-k), and computes the ONU-k’s average downlink frame arrival rate ($\lambda$) that will be used as estimation of future arrival rates. Therefore, the proposed algorithm measures $T_{\text{min}}$ and $T_{\text{max}}$ for the present time ($t_{\text{present}}$) based on the arrival rate estimation. Next, we define some parameters that are used in our algorithm:

- $D_T$: The delay requirement defined by the operator for downlink traffic (e.g. 4 ms, 10 ms, 30 ms).
- $\lambda_T$: The arrival rate decision threshold.
- $T_{\text{max}}_{\text{Threshold}}$: The maximum amount of time that can be assigned to an ONU for sleep mode considering physical layer and PON protocol constrains.\(^3\)
- $T_{\text{min}}_{\text{Threshold}}$: The minimum amount of time that can be assigned to an ONU for sleep mode considering physical layer and PON protocol constrains.\(^4\)
- $R\{T_{\text{max}}_1, T_{\text{max}}_2, \ldots, T_{\text{max}}_n\}$: A set containing all the values of $T_{\text{max}}$ where $T_{\text{max}}_i < T_{\text{max}}_{i+1}$ and $T_{\text{max}}_n = T_{\text{max}}_{\text{Threshold}}$.
- $Q\{T_{\text{min}}_1, T_{\text{min}}_2, \ldots, T_{\text{min}}_n\}$: A set containing all the values of $T_{\text{min}}$ where $T_{\text{min}}_i < T_{\text{min}}_{i+1}$, $T_{\text{min}}_1 = T_{\text{min}}_{\text{Threshold}}$ and $T_{\text{min}}_n = T_{\text{max}}_{\text{Threshold}}$.
- $T_{\text{Last arrival, ONU-k}}$: The time when the last packet arrived for an ONU (e.g. ONU-k) at the OLT.
- $SS_{\text{Threshold}}$: The time between the last packet arrival and the moment when the OLT decides to invoke an ONU to enter into sleep mode.

The following is the algorithm that is used in ADAEE to compute $T_{\text{min}}$ and $T_{\text{max}}$.

```
Algorithm 1: $T_{\text{min}}$ and $T_{\text{max}}$ measurement
/* Input parameters*/
$\lambda_T$, $D_T$, $T_{\text{min}}_{\text{Threshold}}$, $T_{\text{max}}_{\text{Threshold}}$
/* $\lambda$ is a global variable*/
/* Output parameters*/
$T_{\text{min}}$, $T_{\text{max}}$

while $t_{\text{present}} - T_{\text{Last arrival, ONU-k}} \geq SS_{\text{Threshold}}$
    if $D_T \leq \text{Strict delay requirement}$
        $T_{\text{min}} = T_{\text{min}}_{\text{Threshold}}$
        $T_{\text{max}} = \text{get T_max (i); /*Invoke Get T_max function*/}
    end if
    if $D_T > \text{Strict delay requirement}$
        if $\lambda > \lambda_T$
            $T_{\text{max}} = T_{\text{max}}_{\text{Threshold}}$
            $T_{\text{min}} = \text{get T_min (i); /*Invoke Get T_min function*/}$
        end if
        if $\lambda \leq \lambda_T$
            $T_{\text{min}} = T_{\text{min}}_{\text{Threshold}}$
            $T_{\text{max}} = \text{get T_max (i); /*Invoke Get T_max function*/}$
        end if
    end if
end while
return $T_{\text{min}}/2$; /*Return this value to Algorithm 1*/

Get $T_{\text{min}}$ function: Sub-algorithm for finding suitable $T_{\text{min}}$
/* Input parameters*/
$T_{\text{max}}_{\text{Threshold}}, Q$
While $D_{\text{Required}} \neq D_{\text{Calculate}}$
    $D_{\text{Calculate}} = fl (T_{\text{min}} \in T_{\text{max}}_{\text{Threshold}})$; /*Invoke fl function*/
end while
return $T_{\text{min}}/i$; /*Return this value to Algorithm 1*/

Get $T_{\text{max}}$ function: Sub-algorithm for finding suitable $T_{\text{max}}$
/* Input parameters*/
$T_{\text{min}}_{\text{Threshold}}, R$
While $D_{\text{Required}} \neq D_{\text{Calculate}}$
    $D_{\text{Calculate}} = fl (T_{\text{min}} \in T_{\text{max}}_{\text{Threshold}})$; /*Invoke fl function*/
end while
return $T_{\text{max}}/i$; /*Return this value to Algorithm 1*/

fl function: Sub-algorithm for calculating delay
/*Input parameters*/
$L_i$, $T_{\text{min}}(i)$, $T_{\text{max}}(i)$ /*The calling function passes two parameters. Then, those parameters are used here for assigning value of */
/*Use Eq. (6) to calculate delay*/
$\text{Delay} = \frac{1}{2} \sum_{j=1}^{L} \left( \frac{1}{T_j + L} + \frac{1}{T_j + L} \right)$.
/* where $T_j$ is calculated using following expression (i.e. Eq. (3))*/
/*$T_j = \min (2^{L \times T_{\text{min}}}(i), T_{\text{max}}(i))$*/
/*$T_j = \min (2^{L \times T_{\text{max}}(i), T_{\text{min}}(i))}$*/
return Delay; /*Return this value to the calling function*/
```

\(^{3}\) An ONU should wake up, even if there is no uplink or downlink traffic available, in order to send a report message to the OLT in EPON [3]. According to the 1G EPON and 10G EPON, the inter report sending time should not be more than 50 ms [9,16]. This prevents OLT’s watchdog timer from expiring. Therefore, although there is no data traffic for transmission or reception, an ONU cannot stay in sleep mode more than 50 ms.

\(^{4}\) In the case of the current ONU architecture, $T_{\text{max}}$ cannot be less than 5.125 ms.
First of all, the SIMC unit checks whether \( SS_{\text{Threshold}} \) has been exceeded or not for a particular ONU-\( k \). If \( SS_{\text{Threshold}} \) has been exceeded (i.e., there are no arrivals for the ONU-\( k \) during that time) our algorithm calculates \( T_{\text{min}} \) and \( T_{\text{max}} \) for that ONU. The Algorithm 1 checks whether the current delay requirement is a strict delay requirement or not. If the current delay requirement is a strict one, the algorithm plays with \( T_{\text{max}} \) while \( T_{\text{min}} \) is assigned the value of \( T_{\text{min,Threshold}} \). Then, Algorithm 1 invokes \( \text{Get } T_{\text{max}} \) function to find the value of \( T_{\text{max}} \). The \( \text{Get } T_{\text{max}} \) function evaluates all the values of \( T_{\text{max}} \) contained in set \( R \) by using function \( f_1 \) that implements Eq. (6) with parameters \( T_{\text{min,Threshold}} \). This process continues until a suitable \( T_{\text{max}} \) is found. Finally, the \( \text{Get } T_{\text{max}} \) function returns this suitable \( T_{\text{max}} \) to Algorithm 1. That means the \( T_{\text{max}} \) that saves more energy and at the same time makes frame delay to be below the delay requirement.

If the current delay requirement is not a strict delay requirement, Algorithm 1 tries to find suitable \( T_{\text{min}} \) and \( T_{\text{max}} \) values (but not at the same time). Considering the influence of \( T_{\text{min}} \) and \( T_{\text{max}} \) on the downlink frame delay performance, if the computed arrival rate \( \lambda_i \) is higher than \( \lambda_k \), Algorithm 1 tries to find a suitable \( T_{\text{min}} \) from the set \( Q \) using the \( \text{Get } T_{\text{min}} \) function. In this case, the value of \( T_{\text{max}} \) is set to \( T_{\text{max,Threshold}} \). Then, the \( \text{Get } T_{\text{min}} \) function is invoked. This function uses function \( f_1 \) implementing Eq. (6) to calculate frame delay for each element of \( Q \). Finally, it returns suitable value of \( T_{\text{min}} \) that can save more energy and ensure that most of traffic will be lower or equal to the delay requirement defined by a PON operator.

If current delay requirement is not a strict delay requirement and the current arrival rate is less than or equal to \( \lambda_i \), the proposed Algorithm 1 first sets \( T_{\text{min}} = T_{\text{min,Threshold}} \) and then invokes the \( \text{Get } T_{\text{max}} \) function to find suitable \( T_{\text{max}} \) from the set \( R \).

3.3.4. Signaling messages

In order to convey \( T_{\text{min}} \) and \( T_{\text{max}} \) information from the OLT to the ONU and send an acknowledgment message back, it is needed to consider signaling messages. Both EPON and GPON have their own signaling message used for purposes like bandwidth allocation. Similar to [11], we assume that for EPON Multipoint Point Control Protocol and for GPON Physical Layer Operation, Administration and Maintenance messages can be utilized in our proposed solution.

3.4. ADAEE system operation

In this section we put all the different contributions together to explain the full functionalities of our proposal. For a better explanation of the procedure, we assume a starting point in which an ONU-\( k \) (e.g. \( k_{th} \) ONU of a TDM-PON) is receiving downlink traffic from the OLT:

1. The OLT continuously monitors ONU-\( k \)'s arrival rate by averaging ONU-\( k \) traffic under a pre-established STW.
2. A. If the SIMC unit in the OLT finds that there is no downlink traffic for an ONU-\( k \), it waits until it exceeds \( SS_{\text{Threshold}} \) amount of time as shown in Fig. 7. Then, SIMC unit invokes ONU-\( k \) to move to sleep mode indicating the values of \( T_{\text{min}} \) and \( T_{\text{max}} \) (Algorithm 1 is utilized to compute \( T_{\text{min}} \) and \( T_{\text{max}} \)). After receiving these two values, ONU-\( k \) sends an acknowledgment message. At this stage, both OLT and ONU run the same algorithm (see Eq. (3)) to calculate the sleep interval. So both of them know when ONU-\( k \) will be available again to receive traffic.

   a. If there is no uplink traffic in the ONU, the MCL unit decides to put the ONU into sleep mode. At this point, MCL unit decides what kind of sleep mode (LSM or DSM) the ONU should take. After this decision is made, MCL unit takes the ONU in sleep mode.

   b. Otherwise, if uplink transmission is required, MCL unit puts ONU-\( k \) in transmission mode.

B. If there is any downlink traffic in OLT’s buffer, OLT transmits the buffered traffic for ONU-\( k \). After the stored traffic is transmitted, OLT follows step 2A.

3. After ONU-\( k \) enters in sleep mode, the counter component notifies the MCL unit when the sleep interval ends, similarly to [4]. Then, MCL unit moves ONU-\( k \) to doze mode for listening whether downlink traffic is available or not. If downlink traffic is available, MCL unit keeps the ONU receiving downlink traffic. Otherwise, the MCL unit follows Eq. (3) to calculate the new sleep interval for ONU-\( k \) (without exchanging any messages with the OLT). Note that when the ONU requires listening to OLT’s downlink frames (if any), the MCL unit decides whether the ONU will stay in doze mode (transmitter off) or fully active mode. Finally, it must be highlighted that as long as any new downlink traffic is available, the ONU and OLT use Eq. (3) to calculate the sleep interval without updating \( T_{\text{min}} \) and \( T_{\text{max}} \).

4. Performance evaluation

In this section we present a comprehensive evaluation of ADAEE and compare our solution with the proposal in [11]. In contrast to ADAEE, the solution in [11] relies on fixed \( T_{\text{min}} \) and \( T_{\text{max}} \) values for computing the sleep interval for an ONU without considering at all the operator delay requirement. However, both ADAEE and [11] follow the same exponential sleep interval increment policy (see Eq. (3)). Therefore, we refer the solution presented in [11] as Fixed \( T_{\text{min}} \) and \( T_{\text{max}} \) Scheme (FTS). Moreover, FTS could be employed on top of two different physical ONU architectures. The first one would be the existing ONU architecture that has been named as Long Overhead ONU Architecture (LOOA), therefore, we refer to this solution as FTS-LOOA. The second architecture is that one proposed in [4] that presents a much smaller overhead time at the price of consuming more power in sleep mode. We previously named this architecture as Short Overhead ONU Architecture (SOOA), so, in the performance evaluation this second option is referred as FTS-SOOA. It must be noted that the FTS-LOOA uses a Deep Sleep Mode but has a longer response time, thus favoring energy savings over QoS. By contrast, the FTS-SOOA provides good response time by using a Light Sleep Mode. Both these solutions are very suitable to evaluate ADAEE, since one of them seems a good alternative to achieve a high energy saving, while
the other one will provide a good QoS in terms of low delay. Note that ADAEE has been designed to reach both requirements at the same time: meeting PON operator delay requirements and maximizing energy savings.

We evaluate delay and energy consumption for these three approaches. We compute the delay experienced by downlink frames under strict and relaxed delay requirements. In addition, we measure the energy consumption as the portion of energy that each solution expends compared to the original solution that keeps ONUs always on (e.g., IEEE 802.3ah). We name this solution as Always On Solution (AOS).

We compare the three solutions under three different types of traffic: CBR traffic, VBR traffic, and real traffic traces. This last type of traffic is especially important since, to the best of our knowledge, this is the first work that evaluates a TDM-PON energy efficient proposal with real traffic traces. In order to record real traffic, we captured both uplink and downlink traffic of eight home users and eight office users during 24 h (it must be noted that there can be up to 16 users served by each ONU [19]). We used NS-2 simulator to obtain delay and energy results when CBR and VBR traffic is considered for evaluating performance of these three solutions. In addition, using this simulator we have also evaluated how the sleep mode used in these energy efficient proposals impacts the throughput of TCP flows. However, for evaluating performance of these three solutions under real traffic traces, we used an ad hoc C++ discrete event simulator.5

4.1. Delay performance and energy consumption evaluation

In this section, we first compare performance of ADAEE against FTS-SOOA and FTS-LOOA for CBR and VBR traffic, and then compare them under real network traffic traces. In our simulation, we use standard parameters defined for 1G EPON. Table 1 summarizes the values of the parameters utilized in our simulations.

4.1.1. Performance evaluation using CBR traffic

To emulate CBR traffic we used voice data flows using G.711 (an international standard for encoding audio) that generates 1 packet of 160 bytes every 20 ms (i.e., 50 packets/s) [20]. We conducted our simulation during 350 s. We started the simulation with 3 flows and we kept adding voice conversations until we reached 30 flows in the last 50 s. Fig. 8 shows the number of flows that were active over the simulation. Finally, it must be noted that real-time audio traffic delay requirement is considered to be 4 ms in a TDM-PON [21]. Hence, we evaluated the ADAEE, FTS-LOOA and FTS-SOOA under this very strict delay requirement (i.e., \(D_f = 4\) ms).

Fig. 9 shows the maximum and average frame delay when there exists 3 CBR flows and 30 CBR flows for FTS-SOOA (Fig. 9a and b, respectively), FTS-LOOA (Fig. 9c and d, respectively) and ADAEE (Fig. 9e and f respectively). When the traffic load is light (only 3 CBR flows), FTS-SOOA and FTS-LOOA yield a higher frame delay than the delay generated by ADAEE. It can be observed from Fig. 9e that the maximum delay values for all 3 flows in ADAEE always less than the imposed delay requirement value (i.e., all of the frames satisfy delay requirement in ADAEE). Whereas, it can be noticed from Fig. 9a and c that in FTS-SOOA and FTS-LOOA some of the frames violate delay requirement (e.g., the maximum frame delay experienced by the frames of flow 1 in FTS-LOOA is around 11 ms). This is because FTS-SOOA and FTS-LOOA keep increasing sleep interval during the silent periods (when there is no CBR traffic) without considering delay requirement (\(D_f = 4\) ms). Therefore, when a new frame arrives at the OLT, it incurs a delay that exceeds the operator delay requirement. By contrast, proposed ADAEE takes into consideration the PON operator delay requirement when deciding on the sleep interval. ADAEE limits the sleep interval increment by tuning the value of \(T_{\text{max}}\) in such a way, so every single frame falls under the delay requirement. However, we can notice from Fig. 9a that FTS-SOOA performs better than FTS-LOOA for both maximum and average delay of each flow. The reason is that FTS-SOOA selects small \(T_{\min}\) (i.e., 1 ms), while FTS-LOOA selects larger \(T_{\min}\) (i.e., 6 ms) due to having long overhead time.

The performance of these three solutions is presented in Fig. 9b, d and f when there are 30 CBR flows. In this case, we present average and maximum delay results of a subset of those 30 CBR flows (we select results of 8 CBR flows randomly). In this case, in all of the three solutions, a destination ONU will be busy receiving CBR traffic from the OLT and rarely has a chance to have longer sleep interval. How-
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5 The C++ discrete event simulator, which is developed in our work for TDM-PONs, gives more scalability to deal with real traffic traces than NS-2.
ever, several factors influence their performances: (1) $T_{\text{min}}$ and (2) three way handshaking. Note that, during high arrival situation in all three solutions, there will be a frame to receive after each sleep interval. Therefore, the length of $T_{\text{min}}$ plays a role in frame delay again. In FTS-SOOA, $T_{\text{min}} = 1$ ms, while in FTS-LOOA uses $T_{\text{min}} = 6$ ms. Therefore, FTS-SOOA always performs better than FTS-LOOA in terms of delay. Again in this scenario, for both maximum and average delay of each flow ADAEE appears as the best solution (see Fig. 9f), even though it uses the same $T_{\text{min}}$ than FTS-SOOA. Then, the extra delay shown by FTS-SOOA in comparison with ADAEE comes from the required three way handshake message exchange (1.6 ms) between the OLT and the ONU whenever an ONU wakes up from sleep mode. By contrast in ADAEE, an ONU can receive traffic after returning from sleep mode (if there is any). To understand the aggregate results, Fig. 10a shows the frame delay Cumulative Distributed Function (CDF) for each solution during those 350 s. When ADAEE is in place, 100% of the frames meet the delay requirement. This percentage is reduced to 95% for FTS-SOOA, and in the case of FTS-LOOA, only 43.5% of the frames satisfy the delay requirement. This evaluation rejects FTS-LOOA as a practical solution since roughly half voice calls (when there are 30 in parallel) would experience bad QoS.

In Fig. 10b we show the portion of energy that each solution expends compared to the worst case (in terms of energy) in which ONUs remain always active (i.e. AOS). We evaluate the energy consumption for different number of flows. ADAEE greatly outperforms the other solutions. The energy consumption for our solution ranges between 30% to 35% of the maximum energy expenditure, while FTS-SOOA always starts at 75% and increases until it reaches 7 flows, where its energy consumption is saturated at 85%. Finally, FTS-LOOA appears as the most energy consuming solution that in all the cases consumes 90% of the energy compared to the AOS.

In summary, under CBR traffic, ADAEE is the solution that offers better QoS and the most energy efficiency at the same time.

### Table 1

<table>
<thead>
<tr>
<th>Description</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power consumption in active mode</td>
<td>4.69 W</td>
</tr>
<tr>
<td>Power consumption in doze mode</td>
<td>1.7 W</td>
</tr>
<tr>
<td>Power consumption in LSM</td>
<td>0.75 W</td>
</tr>
<tr>
<td>Power consumption in DSM</td>
<td>1.28 W</td>
</tr>
<tr>
<td>Overhead time in LSM</td>
<td>125 μs</td>
</tr>
<tr>
<td>Overhead time in DSM</td>
<td>5.125 ms</td>
</tr>
<tr>
<td>Value of $T_{\text{min}}$ in FTS-SOOA</td>
<td>1 ms</td>
</tr>
<tr>
<td>Value of $T_{\text{min}}$ in FTS-LOOA</td>
<td>6 ms</td>
</tr>
<tr>
<td>Value of $T_{\text{max}}$ in FTS-SOOA</td>
<td>50 ms</td>
</tr>
<tr>
<td>Value of $T_{\text{max}}$ in FTS-LOOA</td>
<td>50 ms</td>
</tr>
<tr>
<td>$T_{\text{threshold}}$</td>
<td>16 ms</td>
</tr>
<tr>
<td>$\lambda_f$</td>
<td>0.05 frames/ ms</td>
</tr>
<tr>
<td>$T_{\text{min}, \text{threshold}}$ (for proposed ADAEE)</td>
<td>50 ms</td>
</tr>
<tr>
<td>$T_{\text{min}, \text{threshold}}$ (for proposed ADAEE)</td>
<td>1 ms</td>
</tr>
<tr>
<td>Downlink and uplink data rate</td>
<td>1 Gbps</td>
</tr>
<tr>
<td>Transmission delay between an ONU and the OLT</td>
<td>0.2 ms</td>
</tr>
<tr>
<td>STW</td>
<td>10 s</td>
</tr>
<tr>
<td>Uplink DBA cycle length</td>
<td>2 ms</td>
</tr>
</tbody>
</table>

4.1.2. Performance evaluation using VBR traffic

We use the widely adopted ON/OFF source model to generate VBR traffic as considered in [22,23]. It is assumed that the average ON time is 350 ms during which a source generates a frame every 10 ms, while the average OFF time is 650 ms as proposed in [23]. Furthermore, similar to [23] it is considered that the ON period and the OFF period follow exponential distribution. Finally, we establish a relaxed delay requirement of 30 ms ($D_T = 30$ ms) as assumed for VBR traffic in [24]. As $D_T = 30$ ms is a relaxed delay requirement, the proposed Algorithm 1 favors saving energy while satisfying delay requirement of VBR traffic flows. As we did for CBR traffic, we conducted simulation for 350 s and during that time the number of flows for a particular ONU goes from 3 to 30, following the pattern shown in Fig. 11.

Fig. 12a and b show the average and maximum frame delay for FTS-SOOA under 3 and 30 flows respectively. Fig. 12c and d do the same for FTS-LOOA. Fig. 12e and f represent the average and maximum frame delay respectively for ADAEE. In this scenario, in all three solutions the first frame after a silent period of VBR traffic experiences longer delay than the following frames generated during a particular ON period of a VBR source. It is because during the long silent period, an ONU will have more chance to take longer sleep (no downlink traffic, hence sleep interval increases). It must be noted that in case of FTS-SOOA and FTS-LOOA after the first frame, all the following frames until the next silent period experience less delay than the proposed ADAEE. The reason is that when operator delay requirement is relaxed, ADAEE tunes $T_{\text{min}}$ and $T_{\text{max}}$ (but not at the same time) to privilege energy saving by sacrificing QoS. As arrival rate is $\lambda \geq \lambda_f$ (see Fig. 11), in this case ADAEE tunes $T_{\text{min}}$. Unlike the previous strict delay requirement scenario, here ADAEE uses longer $T_{\text{min}}$, so that, an ONU can be kept in sleep mode longer to save more energy. As a result, all the following frames after the first frame experience longer delay in ADAEE than in the other two solutions. We can notice from the Fig. 12a, c, and e that average frame delay of each flow in FTS-SOOA and FTS-LOOA is less than the average frame delay in ADAEE. Whereas, in all these three solutions the results of maximum frame delays of those 3 VBR flows are
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The silent period is the time when all the VBR sources are in OFF state (i.e. generating no VBR traffic).
almost similar. It is worth to mention here that in this 3 VBR flows case we have found that almost 99.4% frames satisfy delay requirement in ADAEE and FTS-SOOA. Whereas, in FTS-LOOA around 99.25% frames satisfy delay requirement. However, if we notice the energy consumption results for this 3 VBR flows case from Fig. 13b, we can notice that ADAEE is the most energy efficient solution among all these three solutions.

The performance of the three solutions is measured again when there are 30 VBR flows for an ONU. However, in this case we present results of maximum and average delay for a subset of flows (we have selected 8 VBR flows out of 30 flows randomly). As mentioned earlier, ADAEE forces ONU to sleep longer by selecting large $T_{\text{min}}$ so that energy saving can be maximized. As shown in Fig. 12b, d and f, unlike the 3 VBR flows scenario, in all three solutions maximum frame delay never crosses delay requirement boundary in this scenario. It implies that for this 30 VBR flows case in all these three solutions all of the frames satisfy delay requirement (i.e. $D_T = 30 \text{ ms}$).

Finally, Fig. 13a shows the delay CDF for the three solutions for the arrived frames during those 350 s. In all the cases, less than 0.1% of the frames had a delay that exceeded the operator requirement. Under this relaxed delay
requirement, there is plenty of room to save energy since ONUs can sleep longer times. Fig. 13b presents the energy consumption for the three studied proposals. ADAEE again achieves less energy consumption compared to the other two solutions. In particular, it is interesting to notice that ADAEE always consumes around 20% of the maximum energy, regardless of the number of flows. However, FTS-LOOA and FTS-SOOA show increasing energy consumption for larger number of flows. This is because FTS-SOOA and FTS-LOOA reduce the length of sleep intervals as the number of flows increases, i.e. the opportunity of increasing sleep interval decreases as arrival rate increases. After a certain number of flows (for FTS-LOOA after 15 flows, for FTS-SOOA after 20 flows) there will always be at least some frames to receive from the OLT after waking up from sleep mode. Note that if we consider a given time window, we will find that the smaller the sleep interval, the more energy an ONU ends up consuming for different activities, for example, PON synchronization, OLT clock recovery and listening for downlink arrivals. These phenomena affect FTS-SOOA and FTS-LOOA severely compared to ADAEE, as they always use fixed $T_{\text{min}}$. Whereas, ADAEE selects large $T_{\text{min}}$ in this relaxed delay requirement scenario, so that ONUs can sleep longer to save more energy. When there are many flows (15, 20 and 30) ADAEE saves around 70% and 65% more energy, compared to FTS-LOOA and FTS-SOOA respectively.

In summary, ADAEE appears as a very adaptive solution while meeting the operator requirements to save a considerable amount of energy.

4.1.3. Performance evaluation using traffic traces

In this subsection we use the real traces of traffic introduced at the beginning of this section. Then using those traces we evaluate ADAEE, FTS-LOOA and FTS-SOOA under three different operator delay requirements ($D_T$): two very strict of 4 ms and 10 ms and one relaxed of 30 ms. Our simulation takes into account both downlink and uplink traffic. Whenever an ONU has some uplink frames, it wakes up and uses the assigned mini-slot to send a bandwidth request as considered in [3,6,10,12]. In turn, the OLT assigns the solicited bandwidth for that sleeping ONU in the next uplink transmission cycle (if there is any available bandwidth in the next cycle). Fig. 14 shows the downlink and uplink frames arrival pattern for the 24 h traffic captures.
using STW (to compute the average arrival rate) equal to 10 and 1000 s.

Fig. 14 shows the frame delay CDF and the energy savings with respect to the AOS (always on ONU case) respectively, for the three compared solutions, when $D_T = 4$ ms. Even for this extremely strict delay requirement, around 92.5% of the frames have a delay below 4 ms in ADAEE. This percentage is still good for FTS-SOOA (85%),
but very poor for FTS-LOOA (40%). This reinforces the claim that FTS-LOOA cannot be used with strict delay requirements. When analyzing the energy savings, we again find (like for CBR and VBR traffic) that ADAEE is the most efficient solution. In any 2-h time intervals, it always shows an energy consumption below 40% compared to AOS. ADAEE reduces the energy consumption between \(2/\text{C2} \) and \(3/\text{C2} \) compared to the other two solutions.

Fig. 16a and b show the delay CDF and the energy saving for a \(D_T = 10 \text{ ms} \). Although it still represents a strict delay requirement, it is more relaxed than the previous one. The conclusions are the same as those in the previous case. The percentages of frames meeting the delay requirement are 98%, 95% and 92% for ADAEE, FTS-SOOA and FTS-LOOA, respectively. Therefore, ADAEE is still the best one but with a smaller margin. It is interesting to notice that energy saving results are very similar in both cases, with \(D_T = 4 \text{ ms} \) and \(D_T = 10 \text{ ms} \). However, during 3–10 h periods, we can see that ADAEE with \(D_T = 10 \text{ ms} \) consumes less energy than the \(D_T = 4 \text{ ms} \) case. Note that ADAEE sets \(T_{\text{min}} = T_{\text{min,Threshold}} \) and tunes \(T_{\text{max}} \) only in strict delay requirement scenarios. ADAEE selects larger \(T_{\text{max}} \) for \(D_T = 10 \text{ ms} \) than for \(D_T = 4 \text{ ms} \). In fact, in high arrival rate scenarios (e.g. \(\lambda \geq 1 \text{ frames/ ms} \)), an ONU’s sleep interval never reaches \(T_{\text{max}} \). Therefore, under high arrival rate for both cases (\(D_T = 4 \text{ ms} \) and \(D_T = 10 \text{ ms} \)), an ONU will always have downlink traffic to receive after completing first sleep interval which is equal to size of \(T_{\text{min}} \) (see Eq. (3)). Therefore, energy consumption in high arrival cases (i.e. 1–2 h, 11–24 h) for both levels of delay requirement, ADAEE will consume the same amount of energy. However, energy consumption results during 3–10 h highlight the significance of ADAEE’s effort of tuning \(T_{\text{max}} \). In case of \(D_T = 10 \text{ ms} \) ADAEE selects larger \(T_{\text{max}} \) than when \(D_T = 4 \text{ ms} \), therefore when the arrival rate is low (e.g. 3–10 h), an ONU gets chances to have longer sleep for \(D_T = 10 \text{ ms} \) case. Consequently, an ONU ends up spending less energy during this low arrival region in \(D_T = 10 \text{ ms} \) scenario than \(D_T = 4 \text{ ms} \).

In summary, the obtained results demonstrate that in the case of strict delay requirements, ADAEE appears as the most efficient solution in terms of energy consumption and PON delay performance.

Fig. 17 depicts PON delay performance and energy expenditure for a relaxed operator delay requirement.
case (i.e. $D_T = 30$ ms). In this case it is possible to save a bigger amount of energy while meeting the delay requirement. Looking at the downlink frame delay CDF for the different solutions in Fig. 17a, we can observe that all the solutions perform well. All solutions meet the delay requirement equally, with less than 0.5% of the frames exceeding that limit. When we compare the energy consumption (see Fig. 17b) over the 24 h for ADAEE, FTS-SOOA, and FTS-LOOA, they reach up to 38%, 82%, and 96% of the AOS energy expenditure, respectively. Global results show that the global energy consumption relative to AOS are: a 27.8% for ADAEE, a 59% for FTS-SOOA and a 75% for FTS-LOOA. Hence, it is clear that ADAEE is an energy efficient solution, because whenever possible it favors energy saving, but still it meets operator delay requirements. Note that in this case ADAEE saves more energy than in the strict delay requirement scenarios.

We have observed that for the given amount of uplink traffic, arrival rate of which is depicted in Fig. 14b, the maximum delay that an uplink frame experiences in ADAEE is around 4 ms when delay requirement is strict (e.g. $D_T = 4$ ms), while the maximum delay reaches up to 10 ms in a relaxed delay requirement scenario (i.e. $D_T = 30$ ms).

Therefore, we can conclude that ADAEE, which is the most efficient solution with the best QoS in cases of strict delay requirements, is also the one presenting higher energy saving in all scenarios. This good performance is reached since ADAEE uses the physical layer (novel ONU architecture) together with the MAC layer (novel algorithm to compute $T_{\min}$ and $T_{\max}$ shown in Algorithm 1) in order to improve its efficiency.

### 4.2. Influence of sleep mode on TCP performance

Several researches (e.g. [25,26]) have been conducted in mobile network environment to understand how sleep mode affects TCP performance (e.g. TCP throughput, fairness among competing TCP flows). However, to the best of our knowledge no previous works in the literature addressing energy efficiency in PON networks have studied the effect of the sleep mode on TCP traffic. We believe that this is a very important and challenging issue that must be definitely covered in future research.

Although our paper does not focus on evaluating PON traffic performance, we present a first effort in order to understand how sleep mode affects the throughput of different TCP flows that are sent from different sources to a particular ONU. We define a simulation environment in which the evaluated ONU serves 16 users that are receiving a TCP flow of the same characteristic each one (i.e. for an ONU there are 16 TCP flows). The TCP traffic source uses TCP Reno with maximum window size 64 packets and a packet size of 1460 Bytes. In addition, it is reasonable to assume that there would be UDP background traffic along with TCP flows in the PON network, and all the TCP connections have different propagation delays.

---

7 Study performed based on mobile network environment in [26] shows that when the round trip time becomes prominent due to long sleep interval both TCP throughput and fairness might decline.
It must be noted that in the simulations due to the instantaneous background traffic and the defined sleep intervals we could face some packet losses due to bandwidth saturation and the associated OLT buffer overflow. Thus, it may induce timeout in TCP Reno. Besides, as the length of sleep intervals can significantly influence the delay in frame receiving, and consequently, it may cause prolonging Round Trip Time. All these phenomena might degrade TCP performance.

Fig. 18a–d present average throughout results of a subset of all the competing TCP flows for AOS (the least energy efficient approach), ADAEE, FTS-SOOA and FTS-LOOA, respectively (we have randomly selected results of 6 TCP flows out of 16 flows). It can be observed from the Fig. 18a that in AOS solution average throughput values of all TCP flows are almost similar. In case of ADAEE, average throughput values of all flows are also alike as it is observed from Fig. 18b. However, in this case most of the TCP flows experience slight throughput degradation compared to the throughput results of AOS solution. Whereas, from the results of FTS-SOOA and FTS-LOOA (see Fig. 18c and d) we can notice that average throughput results of all flows are reduced perceptibly compared to AOS. Besides, from Fig. 18c and d noticeable unfairness among the competing TCP flows can be observed for both FTS solutions.

Global results of 16 TCP flows’ average throughput for AOS, ADAEE, FTS-SOOA and FTS-LOOA are presented in Fig. 19. As it was expected AOS solution is the one maximizing the average throughput. ADAEE shows a very small reduction of the average throughput of 2.88% compared to AOS solution. This demonstrates that our solution can provide a similar QoS performance than AOS in terms of throughput and delay while reducing a lot the energy consumption. Finally, FTS-SOOA and FTS-LOOA show a TCP throughput degradation of a 16.95% and a 18.38% respectively compared to AOS.

The obtained results present ADAEE as the most suitable solution since it shows a throughput performance very close to AOS, and at the same time appears to be the most efficient solution in terms of energy savings.

5. Conclusions

Energy saving proposals in TDM-PON domain are only meaningful if while dealing with energy savings they also care about QoS performance. Towards this end, ADAEE appears as the first solution that deeply addresses energy saving in PON and at the same time considers QoS restrictions. This paper has analyzed the performance of ADAEE under different types of traffic (i.e. CBR, VBR and real traffic traces) and compared it in front of previous proposals. The obtained results demonstrate that ADAEE is the most energy efficient solution, and in addition, is the one that presents a better QoS performance in terms of delay. It must be noted that some of the proposed solutions in the literature would never be implemented in practice since they sacrifice users QoS (e.g. bad real time traffic quality) in order to reduce the energy consumption.

This paper has also shown that in order to meet both requirements (i.e. QoS and energy efficiency) MAC layer techniques such as sleep mode management must be combined with physical layer improvements (e.g. more energy efficient components, new ONU architectures offering shorter response time).

Moreover, this paper has presented the first effort towards understanding the effects that energy efficient mechanisms based on sleep mode cause to TCP traffic (i.e. the most important in the Internet). We show that while other proposals highly degrade TCP performance, ADAEE presents a performance close to the standard solution in which ONUs remains always active.

Finally, this paper has led us to start a new research line to fully understand the effects of ADAEE (and by extension other PON solutions based in sleep mode) in user level traffic. Among other things we are planning to: (i) study what the impact of ADAEE is on the traffic fairness among users located in different ONUs attached to the same OLT, and (ii) the performance of ADAEE under different OLT scheduling approaches and how it impacts on traffic throughput and fairness. We have demonstrated in this paper that it is feasible to present an energy efficient solution with the main goal of meeting QoS (in terms of delay requirements) imposed by the PON operator.
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