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Abstract—A lot of attention has been given to multihop wireless ~ Although there is a widespread deployment of 802.11-based
networks ltattely’ but furtf&erd feTSﬁafolt —i? paLtiCmaﬂ chr?Ugh networks, research on all aspects of how to manage these
experimentation— is needed. This attention has motivated an —— ; ; ;
increase in the number of 802.11-based deployments, both indoordepl_oyments_ is stil qwte active, specially when they i!m%o
and outdoor. These testbeds, which require a significant amount multi-hop wireless links. Most °_f the .research on ergless
of resources during both deployment and maintenance, are used Networks has been based on simulation, but as highlighted
to run measurements in order to analyze and understand the above and because the field is becoming more mature, there
limitation and differences between analytical or simulation-based s an increasing interest in experimental results fromistal
figures and the results from real-life experimentation. This paper testbeds. However, having realistic wireless testbedstisn
makes two major contributions: 7) first, we describe a novel wire- ’ . . .
less multihop testbed, which we name FloorNet, that is deployed easy task. _The cost of th_e equme_nt, the required physical
and Operated under the false floor of a lab in our Computer Space, the Intel’ference W|th Other ereleSS netWOI‘kS, HBd t
Science building. This false floor provides astrong physical management and configuration of the testbed, are all burdens

protection that prevents disconnections or misplacements, as We that have to be addressed by researchers (e.qg., [2], oiopsev
as radio shielding (to some extent) thanks to the false floor work of [5]).

panels —this later feature is assessed through experimentation; in thi EloorN h tivated
i) second, by running exhaustive and controlled experiments n this paper, we preserftloorNet a research-motivate

we are able to analyze the performance limits of commercial testbed that is comprised of 24 wireless routers which are

off-the-shelf hardware, as well as to derive practical design installed under the false floor in one of the rooms of our

criteria for the deployment and configuration of mesh networks. Computer Science (CS) building. Out of the potential |amai

These results both provide valuable insights of wireless multihop for such a medium-size testbed (e.g., wiring closets, leder

performance and prove that FloorNet constitutes a valuable asse - . . N L

to research on wireless mesh networks. ceilings, private offices), we decided to deploy it under the
false floor because of following reasons:

tesltg(i%x’ ;i;i?;;fh%sll‘ Cmoe-rsg.' 802.11a, 802.11g, experiments, o Many CS / Information Technology (IT) buildings have
false floors, which can be seen as an “unused” and
“unclaimed” large space with a lot of room for cables

. INTRODUCTION and devices.

This space is easily accessible but physically well pro-

tected, and therefore the risk of physical damage, discon-

necting wires or even moving the equipment is hull

In addition, this space is also provided with gridded

power and wired network connectivity (sockets are usu-

Nowadays, there are many 802.11-based deployments, both
indoor [1]-[5] and outdoor [6]-[8], this success being paim
ily motivated by the low cost and wide availability of Wirele
LAN (WLAN) devices. These deployments are used for a

variety of purposes, e.g.: ally uniformly distributed through the room).
« To provide communication in rural areas [9]-{11]. Finding a convenient, simple and cost-efficient way to
« As a distributed infrastructure for the Supervision ofysta|l a multihop wireless testbed is only one part of the
enterprise-sized WLANSs [12], [13]. _challenge of building a realistic multi-hop testbed. In itod,
« To build community mesh networks, both by privatg, characterization of the testbed is required to determave h
companies or by universities [14], [15]. the environment (interference from other wireless deviises

. As a research infrastru_cture to understand a_nd assess[g%n through metal in the floor) can impact experimentssTh
impact of the assumptions made by theoretical analysjg,qone for a series of single link measurements, i.e., ongy o
or wherein to develop heuristics and algorithms for nefy;re|ess link between two routers is active at a time. Result
work optimization and configuration [1], [4], [16]. from these experiments show that 802.11 devices can benefit
« As a way of providing home networking [17]. from this isolation, depending on the surrounding sourdes o
b s c 1B dos. A de la Oliva. A Banchs and fo S interference. We also assess the devices’ performancer unde
arelwit?lrrgr:e%t. Ir.'ng..Te(Ieergzrza?siJni\./. garﬁ)s I;Yade l.\/ladar?(;:, Zv?jr;. U?\i- °Iarge frame-per-second rates, and investigate if trarssoms
versidad 30, 28911 Legas —Spain (email{pablo, cjbc, aoliva, banchs, power can be used as a means to emulate a variety of multi-hop
isoto} @it.uc3m.es). B scenarios in the testbed —which is indeed the case for 882.11
zsgig?_r;%h:é'ssflssgamth IMDEA Networks, Avda. del Mar Mediianeo 22, njte that this feature results in the ability to change toggl
M. Zink is with Dept. of Electrical & Computer Engineering, Wln

Massachusetts Amherst, 151 Holdsworth Way, 01003 Amherst NISA- INote that even slight changes in the relative location ofitheless devices
(email: zink@ecs.umass.edu). can change the results obtained from the same experiment [18].



without physically moving the hardware or using attenustorkernel in the routers. This firmware gives us more flexibility
With the above, we use our testbed to analyze two differeint the use and configuration of the routers than the original
research scenariosfirst, we conduct extensive experimentgirmware.
in which two links are active simultaneously. Here our goal A wired interface of each of the routers is used to perform
is to investigate how these two links interfere with eackeveral control and management plane operations, sucleas th
other based on channel distance and transmission powgtgbal synchronization of the local time of all the routers,
second, we compare different channel and power allocatitiie remote execution of tests and the retrieval of the result
algorithms in a multi-hop configuration. Results from thesfr off-line processing. Two central nodes (PCs, not shown
experiments not only demonstrate the research capabilitie Fig. 1) are used to control and monitor all the routers of
provided by FloorNet, but also provide valuable insights aur deployment through the wired interfaces. They alsoeserv
wireless multihop performance. as traffic source and sink for most of the tests (we assess
The rest of the paper is organized as follows: Section tthe impact of the entity generating traffic in Section II-C).
describes the testbed, equipment, costs, and configuratiBhis way, management traffic does not interfere with theadctu
Section Il analyzes the behavior of single links in theltest measurement data on the wireless medium. All the routers and
Section IV goes a step further and studies the behavior the central nodes are connected to a pair of 24-port Gigabit
pairs of links working simultaneously and how they influencB-LINK DGS-1224T switches (not shown in Fig. 1).
each other; Section V analyzes the performance of multihopwe use private addressing for all the network interfaces
communications; Section VI lists the lessons learned durigwired and wireless). The particular addressing and rgutin
the set up of the testbed and the experiments; and finadlin be changed by remote script execution from the central
Section VII concludes the paper. nodes. The wireless parameters (e.g., SSID, mode, transmis
sion power, etc) can also be changed remotely. This allows us

i ”'. DESCRIPTIO_N OFFLOORNET . to dynamically modify the network topology as required by
In this section we describe FloorNet, a wireless meshe different experiments.

testbed deployed under the false floor of one of the labs of our, configure all the devices to use the country settings

CS building, both technically and in terms of cost. We alsg, Spain. This has an impact on the channels that can be
assess the isolla.tion provided by the false floor, as well @s {hgq —Fig. 2 shows the 802.11a and 802.11b/g channels for
performance limits of the hardware used. Spain— and on the maximum allowed transmission power
levels. We disable 802.11b compatibility mode in the Lir&ksy
] ___ routers by setting th&Onl y flag, but we keep the devices’
'FloorNet is composed of 24 routers, as shown in Fig. late adaptation [20] algorithms enabled. This way, we have a
Since cost is a key factor that determines the feasibility giygother transition between connectivity and no conniggtiv
mesh deployments, we use commercial off-the-shelf (COTg)ations, while we avoid performance drops caused by the

wireless routers to assess the performance that can beveghig,qe of 802.11b compatibility mode in 802.11g networks [21].
with non-specialized hardware. In particular, we use Zdiiit

devices:
« Linksys WRT54GL vL Trhis is a small and very pop- B- COst
ular home and office broadband router, equipped with aOne of the key features of FloorNet is that it is a cheap but
200 MHz processor, an IEEE 802.11b/g WLAN interfacpowerful testbed. The following list gives an overview oe th
and an IEEE 802.3 Ethernet interface connected toeatimated cost of the equipment used:

Virtual LAN (VLAN) capable 5-port switch. o Linksys WRT54GL v1.1: 52 per unit.
o Asus WL-500GP v1.0This small residential router is , Asus WL-500 GP v1.0: % per unit.

equipped with a 266 MHz processor, an IEEE 802.11b/g, Alfa Networks AWPCI085S mini-PCl card: &per unit.
WLAN interface and an IEEE 802.3 Ethernet interface , Asus WL-ANT 168 antenna: 2 per unit.
connected to a VLAN capable 5-port switch. This version

A. Experimental setup

. In addition to the previous equipment, we only need a pair of
of_the rloufterlhas a %'%PCI slot ﬂ:ﬁt a”‘?V_VS tIOBcha(r;ge tr]f"thernet switches, the wiring, two PCs and a room with false
orginal wireless ca e remove the original broa COmﬂ})or (which is quite common in offices/laboratories where

c:lrfd snd mier,tq\/i\?sg%%;sn Athe_:_c;]:?‘ basgq 802'116‘/8 puter equipment is installed). With this deployment we
(Alfa etwor.s . ) one. IS card I supporte re able to run automatized experiments with little human
by the Madwiff driver. Because of the different frequency

. nteraction and maintenance. An estimation of the ovest c
band used by 802.11a, we exchange the original 2.4 G%‘Fthe testbed is 4268

antenna for a dual-band and low gain (8 dBi) external
antenna (Asus WL-ANT 168) for all the Asus routers.
The firmware of both types of routers can be replace Impact of the entity generating traffic
with an open source Linux-based firmware. We install the In our testbed, as described in Section II-A, we use PCs to
OpenWRT [19] Kamikaze 7.09 distribution with a Linux-2.4 generate traffic while wireless devices are used only todotw
2Note that v2.0 does not provide this feature. it to the final destination. This clos_ely re_sembles real lsss _
3nttp:/Awww. madwifi.org/ deployments. An alternative configuration, that can beequit
“http://Awww.openwrt.org/ tempting, is to generate the traffic in the wireless routtnis,
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Fig. 1. Physical deployment of FloorNet.
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Fig. 2. Available 802.11g and 802.11a channels in Spain.

way reducing the equipment needed and the correspondfogvards the frames to the receiving PC. The devices used

management operations. were R104 and R108 for the case of Asus devices, and R004
This alternative configuration would be feasible only ifnd R008 for the Linksys devices (note that the experiments

generating the traffic in the wireless devices does not afffec  are not performed simultaneously).

behavior of the testbed. The concern is that traffic germrati  After we finish this round of experiments, we repeat the

can impose a severe burden to the (typically small) capaciyeasurement, but it this case using the wireless devices

of the off-the-shelf devices used in the testbed. To as$ess themselves to generate the traffic. This way, the frames are

extent to which traffic generation can reduce the forwardingenerated at the wireless router and sent over the wireless

ability of these devices, we perform the following expenme medium to be received at the other wireless device. We

Using the PCs to generate traffic withperf-2.0.2°% run these two configurations for three casés:using the

we measure the maximum UDP bandwidth achievable fpinksys devices,ii) using the Asus devices configured in

different frame sizes (i.e., different frames per secohtjhis 802.11g mode, andii) using the Asus devices configured

way, the frames generated by one of the PC are sent througl802.11a mode. We also measure usiryg! esoak® the

the wired Ethernet to a first wireless device, that sends it

over the wireless medium to the second device, that ﬁnally@We had to download the source code of the tool from http://iusorg/

pub/sites/www.zip.com.ay257Eakpm/linux/zc.tar.gz and cross-compile it
Shitp://sourceforge.net/projects/iperf/ to run on the MIPS architecture of the devices.
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Maxi mim ——— | ' ' ‘ ‘ R TABLE |
25 + Devices ——— B IMPACT OF THE FALSE FLOOR ON THE LINK PERFORMANCE
PCs I
ol B | Device | Tx Power Above Below
~ ST R Li nksys 802. 119 A RSSI  Throughput| RSSI  Throughput
Qg T . : : : - Linksys 1dBm | -39.0 17.8 Mbps| -53.4  21.2 Mbps
s (802.11g) | 19 dBm | -28.0  19.5 Mbps| -42.3  22.7 Mbps
~ 25t 1 Asus 5dBm | 52.0 29.7 Mbps| 46.4  29.8 Mbps
S 51 B | (802.11a)| 17 dBm | 73.4 29.6 Mbps| 69.2  29.6 Mbps
S I A
S s zf* R ‘ _Asus 802.11g
= 35 T T T T T T | - . . . .
F + Linksys devices is slightly larger than the one obtained
57 — PR with the Asus devices. We conjecture that the reason for
* T . . . .
15 ¢ T T 1 this small improvement in the crowded 802.11g is that the
5 k+4*+ Asus 802.1la - Linksys is provided with two antennae for space diversity.
100 300 500 700 000 1100 1300 1500 The main conclusion from the above results is that, in-
Frame size (Bytes) deed, the entity generating traffic can introduce a bias én th
Fig. 3. Impact of using the wireless devices to generate ¢raffi performance obtained, and therefore before running extens

measurements in a testbed great care has to be put in the
performance assessment of the devices. Note that from now on
CPU utilization in all cases, this being always larger thaf9 all experiments are performed using a frame size of 150Gsbyte
which confirms that the CPU usage is a limiting factor foand using the PCs to generate traffic.
throughput (however, note that the CPUs of the Linksys and
the Asus have different capacity). D. False floor isolation

We perform the same measurement 5 times to obtain theapart from the physical protection, another key feature of
average, maximum and minimum value. The results from thegg, deployment under the false floor is that it should provide
experiments, also compared against the maximum thedretiggme extent isolation from other 802.11 devicd® assess the
performance [22], are given in Fig. 3. We highlight thempact of this protection, we perform the following expeein
following results from these experiments: for both the 802.11g and 802.11a devices. First, we put a pair

« The entity used to generate traffic can have a significapft devices over the false floor (namely, the pgR009, R010

impact on the performance. Therefore, in general it for the case of Linksys, and the p&iR109, R11Q for the
not safe to generate traffic using COTS wireless devicease of Asus) and measure the throughput obtained with a
and assume that the scenario is closely resembling tHBP unidirectional communication for 30 seconds. We repeat
performance of real wireless deployments —in thestie measurement 5 times for two values of the transmission
traffic is generated by the end hosts, while the devicgswer. We also record the RSSI vatueported by the wireless
are devoted to forwarding. In particular, for the casedevice. Next, we place both devices under the false floor, and
of Asus 802.11a and Linksys 802.11g, the resultingepeat the process. The average values of the 5 runs for each
performance is significantly different depending on theonfiguration are presented in Table I.
entity generating the traffic. Out of the results of the table, it is clear that the false floor
« On the other hand, for the case of Asus 802.11g ti@s some impact on the values obtained for each configuration
performance is very similar regardless of the entity geneconsidering throughput, the results can be summarized as
ating traffic. Note that, for this case, the best performandellows:

obtained is well below the theoretical maximum, while ,
for the case of Asus 802.11a the performance using the
PCs is closer. Motivated by this result, we conjecture that
the radio access is acting like a bottleneck that prevents
the performance of the ‘PCs’ and ‘Devices’ cases to .
diverge.

o For the Linksys 802.11g case the relative performance

For the case of 802.11g, the throughput values obtained
when both devices are placed under the false floor are
noticeable larger > 15%) than when both devices are
above the floor.

For the case of the 802.11a devices, however, there
is no difference in terms of throughput between the
configurations.

of each approach depends on the frame size: for smalfrherefore, it seems that the false floor provides, at least
frame sizes, the largest throughput is obtained usifigr the case of the Linksys devices batter environment for
the wireless routers to generate traffic; for large fram@e performance of experimeftscor 802.11a, on the other

sizes, the largest throughput is obtained using the desktop

machines. We conjecture that this is caused because thidlote that the false floor in our laboratory is composed of tw thetal

Linksys is not able to cope with the processing burdd

fivers separated by a 2 cm chipboard layer.
8RSSI, Received Signal Strength Indication, is a measuremerted by

of receiving-forwarding-transmitting a large number Ofhe receiving device, of received signal strength. TheevalRSSI is vendor
small frames per second. On the other hand, the Asdependent and has not units.

router does not show this behavior.
o For the case of 802.11g and using large frame sizes afpriﬂ

9We performed additional experiments to assess the abilityeofalse floor
els to attenuate a wireless communication, and indeedirngothe false
r resulted in a throughput degradation of approximat&o3or both the

the desktop machines, the performance obtained with t@.11a and 802.11g cases.



, , , , , , , some shielding from external sources, ajdor indoor testing
247 il one has to be cautious when relating RSSI and throughput.
22 b . © °§8 veE e . . 1
=~ op ©° o8 [1l. SINGLE LINK MEASUREMENTS
g 07 . L In this section we run extensive experiments to chara@eriz
ETR! . o | the performance limits of the wireless links that can be used
2 - with FloorNet. To this aim, we first measure the achievable
g 16 1 performance at each channel through 24-hour measurements
E Ll .. | for the maximum transmission power, and then we analyze
the impact of the transmission power used on the throughput
12} 1 experienced by each link. The results obtained prove the
fhove = ) variety of scenarios that can be emulated with FloorNet.
60 55 50 -45 -40 -85 -30 -25 -20
Rss| A. Impact of the time of the day
Fig. 4. Performance of a single 802.11g link above and belefdlse floor. In order to calibrate the testbed and check for possible

interference sources which may affect the results predente

hand, there is no difference —a result that one could expgclz following sections, we measure the performance obaine
in advance, given that while the 2.4 GHz is crowded, there 13 h both the 802.11g and 802.11a devices during a 24-hour

R . . o iod. Th Its f hi lysis will I
less activity in the 5 GHz band (we will further verify this mperlqd € resu s rrom this analysis will be used to select
Section IlI-A) the time frame in which our measurements are more protected

. . from external interference.
Considering the reported RSSI values of Table I, a first _. S
First, we analyze the performance of a unidirectional

(and expected) result is that, for the same scenario, tgerlar . . . ! .
T wireless communication between two Linksys devices using
the transmission power used, the larger the RSSI. Howey,

there is a second and non-intuitive resulie RSSI values §{72.11g. To that aim, we useper f to generate traffic from

are smaller when both devices should have been “shieldegl’.1e desktop machine to the other desktop machine, using the

: wireless link between the devices R011 and R012 (see Fig. 1).
by the false floar Furthermore, for the case of the Lmksysl_he traffic generated consists of a UDP flow of 35 Mbps
devices using 802.11g, there is an apparent contradidion: '

the largest RSSI value, the throughput is smaller than fer t sing frames of 1500 byte; during an interval of 30 seconds.
n order to test every possible channel, after each 30-skcon
smallest RSSI value.

: . mple the channel is chan to the next on in
To analyze this result, we repeat the experiments for t 8 ple the channel used is changed to the next one, using

. . S . the full set of available channels in Spain which span from
Linksys devices, considering 5 different values for thagra h | h | :

mission power (namely: 1, 5, 10, 15 and 19 dBm) Eac% annel 1 to ¢ anne 13 (see F|g._2)._

measurement is re eatéd f,ive,time,zs Then we plot thé val e;—he results obtained are shown in Fig. 5, where we plot the

P ’ b ne VAl hdwidth obtained and the frames from other traffic sources

of throughput obtained vs. the reported RSSI values in Fig. . h i h . h ical

where we use circles to represent values when both devige s_erved during t e experiment. The maximum t eorenga

a? ievable bandwidth for IEEE 802.11g and for a packet size

are below, and black squares to represent values when bg, . . ;
devices are above the floor. We observe the following resul?s 500 bytes is above 30 Mbps [22]. As shown in Fig. 5, this

) maximum achievable bandwidth is never obtained.
« When both devices afgelowthe false floor, the through- Results from this test for a 24-hour time span can be
put values are larger and present less variability,

= . : a'gglmmarized as follows:
there seems to.be a small positive correlation W'.th the. The achievable bandwidth varies between two distinct
Etsesrfle\r/:r!l::ee-f_rggse\g\(/)ilrjzl)?wnliznizeanF?gS;e(jdint};g?VIor N states. The first state corresponds to bandwidth rates in
) ’ P . ) the order of 20-25 Mbps, spanning between the nighttime
« When both devices arabovethe false floor, indeed the up to 9h and between 14h and 18h. The second state
RSSI's reported are larger, but there is more variation corresponds to lower bandwidth rateé between 10 and
both in the RSSI values and in the throughput obtained 15 Mbos. spanning between Sh and 14F] and between 18h
(which is smaller than when both devices are below the and 21ph, P 9

false f'°9r)' , « In the fist state (from 21h to 9h and from 14h to 18h),
The behavior where both devices are above the false floor the performance is quite stable. Note that the achieved

corresponds to an interferenc?-prone SFe'f",%“(“kez €g, bandwidth is approximately the same at night hours than
RoofNet [7]) that suffers from "RF-pollution” (as discusSe 51 14h 10 18h. To relate performance to the influence of

In [23])'|Th'§ |s|ca#smg éb'ss in the mefaﬁureme_nt (;)f the  oyxternal interference sources, we also plot in Fig. 5 the
RSSI values: only those packets successfully receivedaare ¢\ her of frames from traffic sources other than ours.

sidered. OIUt of thesk(]a T?aSl;Iremznts, the“?goreyl we der(y_ehtw This graph shows how the number of frames detected is
main conclusionsi) the false floor does provide FloorNet wit quite high, explaining the constant drop in performance

101n the next section we will further confirm the presence oeotB02.11g across ‘r’.‘” the. results, also_Showmg how th? number of
sources. frames is quite stable during night and slightly more
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Fig. 5. Performance of 802.11g in our testbed. Fig. 6. Performance of 802.11a in our testbed.

unstable from 14h to 18h. This amount of interferenc%‘ Impact of the transmission power

is due to the fact of the testbed being deployed in a CSOne of the key features of a research testbed is its ability to
lab, where interference sources are always active, evereatulate a large variety of multihop scenarios. In this secti
night, corresponding to the different ubiquitous WLANwve show that, despite being deployed under the false floor,
networks of the building. the degree of connectivity of FloorNet nodes can be easily
« In the second state (from 9h to 14h and 18h to 21lgpntrolled through the transmission power of the wireless
performance is quite unpredictable. During these period#erfaces. To measure the ability of the transmission powe
of time, the number of frames from external sourcet® modify the connectivity pattern in our testbed, we run
increases, showing also the instability trend across &ltle following experiment. We first set all th¥ nodes of a
channels. We argue that this time period matches p@iven physical layer (802.11g or 802.11a) to use the same
fectly with the schedule of the undergrad students usitigagnsmission power. Then, for each of tNex (V—1) available
the lab for research activities (e.g., Bluetooth deviced)nks, we measure the bandwidth obtained for a 30-second
students arrive at 9h, working until lunch time (14h), antdDP unidirectional run. That is, for each of the 12 Linksys
resuming after classes from 18h to 21h. or Asus nodes, we measure the bandwidth between that node

Wi lude that th  oxt | inter . and each of the other 11 nodes, with only one link active
¢ conclude that ne presence ot external Interterencesin i} - ima  Note that with 12 nodes we have a total of 132

2.4 GHz band is unavoidable, even fpr our _testbed deplf)yﬁﬂidirectional links. We repeat each measurement 5 times,
under Fhe fglse floor (that, as we saw in Section II-D, prosnd%nd compute the average, minimum and maximum values of
some isolation). _ throughput per link. Then we sort the resulting list of agera

We next repeat the experiment but for the 802.11a caggyndwidth rates from largest to smallest and plot the result
using the Asus devices (R111, R112). The experimentfhe experiment is repeated for different transmission powe
methodology is exactly the same as for 802.11g but thgels, with the results for 802.11g depicted in Fig. 7 and
channels used span between 36-64 and 100-140, as shgresults for 802.11a in Fig. 8. (In each figure we plot the
in Fig. 2. Results are given in Fig. 6. As expected, 802.11ginimum and maximum values obtained every 10 links for
channels provide a better and more stable performances Sie%rity reasons.)
802.11a is not commonly used in Spain and, furthermore,rig 7 shows that a high degree of connectivity is achieved
the false floor provides qotlceable |solagon. The resuienas 802.11g even with the lowest transmission power. Acgyall
an almost-constant achievable bandwidth of approximatélysst of the results overlap, and changing the transmission
28.7 Mbps, while there are practically no frames from exernpower affects the performance of only about 30% of the links.
sources. This means that 802.11g, with its larger transmission range

We conclude that while results from 802.11a measuremeaiSes not support the creation of diverse layer-2 connégtivi
do not depend on the time of the day, for the case of 802.1pgtterns in our testbed.
“office hours” can introduce a significant bias. Therefolg t  The situation in 802.11a, as shown in Fig. 8, is very
rest of 802.11g experiments are run during nighttime toelessdifferent. By using various transmission power levels wae ca
the impact of interference, while there is no need to carefijodify the connectivity of different nodes in the testbed.
plan 802.11a experimerts Note that even at the maximum power not all the nodes are

directly connected. Another important consideration & the

we note, however, that for some wireless experiments it may beuilus plot shows_qu_|te steep slopes, WhICh. means that by varying
to run experiments during working hours to, e.g., assesséhsilslity of a the transmission power we can easily change the state of
given protocol to interference. several links, ranging from a no-connectivity state to maxin
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performance throughput. Therefore, the main conclusion is
that in our 802.11a testbed we can use the transmission IV. TWO LINKS MEASUREMENTS
power to set up different direct link connections between th

nodes involved, enabling the generation of diverse mualfi-h |y this section, we take advantage of our testbed to run

ind2 . . .
topolo_gleé. extensive automatized experiments to analyze deployments
During the measurements we also sample the RSSI reporigihre two different links are active at the same time. More

by th? receiving device. Then we P'Ot in Fig. 9 (for 802-11.95), ecifically, as aise casef FloorNet we will aim at deriving
and Fig. 10 (for 802.11a) the relation between the bandwidifiset of “configuration rules” in order to maximize the per-
and the relative quality measurement. Both figures shyrmance of multiple link scenarios. To that aim, we conside

that once a certain RSSI is achieved, we get the maximygy following two possible scenarios, illustrated in Fig: 1
bandwidth in the link, and therefore (because of the smeldi

provided by the false floor) it can be used to predict the link Far  In this case, the relative distance between each trans-

performance (as reported in [11]) In both cases the SlO‘ES a mitter and its intended receiver is much less than the
steep, so this confirms the previous conclusion that by rgryi distance between the potentially interfering node.
the transmission power we can change from having no con-Close Here we have the opposite situation: the potentially
nectivity to a maximum throughput link. Another interestin interfering node is much closer than the receiver of
consideration is that the dispersion in 802.11g is larganth the transmission.

in 802.11a: while in 802.11a, for a large range of values of Noe that we are talking about relative distances between
RSSI we have a very stable high bandwidth, in 802.119 Wge gender, the intended receiver and potential inte(&rer
have much more variation in the bandwidth achieved. Still, in all cases the absolute distances between eachopair
12These results are consistent with the simulation study i §déut the devices are SU.bSta:nt'a"y larger than the far-field thmsh_o
differences in coverage and bandwidth between 802.11a 62d By. prevent close-field interference (as reported by, e.g]) [Zhis
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power on the total throughput.

far-field thresholdd is given by [26]:

d—= E that these results could be expected, given the little itnpac
A of the transmission power on the variety of links that we
where D is the antenna diameter andis the wavelength of already observed in Fig. 7.
the radio wave. « Both channels interfere, regardless of the configuration
used. Note that forl = 0 the assumed behavior would
A. 802.11g — Far links be a channel sharing of approximately 50% (depending

on thecapture effecand the efficiency of the CSMA/CA
mechanism), and indeed this is approximately the case:
together, the sum of rates is approximately 18 Mbps,
while in case they do not transmit at the same time the
total throughput is around 40 Mbps.

« On the other hand, the casesdf= 5 andd = 10 are
quite unexpected as non-overlapping channels (see Fig. 2)
are assumed to not interfere at far distances, but we find
that instead they do severely interfere with each dther

We first analyze, with our 802.11g devices, the case where
the potential interfering source is far away, i.e., the acen
on the left side of Fig. 11. We consider three different
configurations,a) both links ¢ and j are using channel 13,
i.e., channel distancé = 0; b) the channels are configured
at a distancel = 5, more specifically, linki uses channel 13
and link j uses channel 8; ang the configured channels are
13 and 3, respectively, resulting in a channel distahee10.
For each of these configurations we change the transmission
power each device is using, from 1 dBm to 19 dBm in steps Motivated by the “notch” at 7 dBm, we next extensively
of 2 dBm, and measure four different throughput rates:  analyze the performance of a single link for different value

« R (Rg‘mgle): the bandwidth measured in link Of the transmission power used. To this aim, we run the
(link 7) when only one link is active. 30-second UDP tests between two devices for a sweep of
« Ri,. (Rl .): the bandwidth measured in link(link j) the values of the transmission power between 5 dBm and
when the two links are active. 10 dBm, and repeat the experiment 10 times. The results

The above is repeated 5 times. We then plot in Fig. 12 it €ach measurement are depicted in Fig. 13. Indeed, the
sum of the bandwidth for both links when they are transnttinfi9Ure shows that the Linksys devices introduce a drop in
simultaneously §! th+Ri .,) or at different times ! ot performance when using a transmission power close to 7 dBm:

j o o o omere  eyen the best performance out of 10 measurements for the
Rsi"fﬂe)' for the three different channel separation scenari %,7,8} dBm values is well below the worst performance of the

(we also plot in the figure the minimum and maximum value

measured). Note that the comparison of these two metriCsolther values. Therefore, not only the Linksys devices fater

wﬁh each other when using non-overlapping channels, lsot al

a proper estimation of the impact of the interference bem/veﬁwy can introduce a bias in performance depending on the
the two links. Indeed, in absence of interference the twossum

will take the same value, while in case the links interferthwi values of the transwsaon power used.
each other, the sum of bandwidth rates will be smaller whenThe key conclusions that we draw from the above exper-

both links are simultaneously activ&y,,, + R/ ,,) than when iments using the off-the-shelf 802.11g equipment a@ethe
they are notRi. , + R’ ). / equipment suffers from severe interference, even when non-

%
single single

From the results shown in Fig. 12, we make the following"e”apping channels are used, anythere is an unexpected
observations: rop in performance that depends on the transmission power

« The transmission power does not have a noticeable impact
on the performance, as all values |_00k relatively flat (apart13We repeated the experiment for different configurations efdhannels
from a “notch” at 7 dBm that we will analyze next). Noteused in linksi andj obtaining similar results.
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of a single 802.11g link. power on the total throughput.
used?. Despite the fact that it is well-known that multi- approximately 50%, as the total throughput obtained is
interface devices typically suffer from inter-card intdnce around 25 Mbps while the sum of the rates each link
(see, e.g., [25], [27], [28]), our results are indeed unesgu would obtain independently is approximately 58 Mbps.

as devices are placed at distances larger than the far field For the case of complete channel separatibe: g), we
threshold. Furthermore, we have not found in the literature have the expected behavior that there is no interference
any reference to this faulty performance that depends on the between links, but only a negligible performance drop —
configured transmission power. These results, that catestit due to the increased radio activity.

part of the main contributions of the paper, adds to the gigwi  Therefore, as opposed to the 802.11g case, with 802.11a
evidence of deviations from expected behavior of off-theis  channels there is indeed a clear channel separation. lic-part

802.11 devices (e.g., [18], [29], [30]). ~ular, a key conclusion is thahe observed behavior matches
Based on these results, as well as on the external interfgfs expected theoretical ores there is no interference among
ence in the 802.11g band that we observed in the eXpe”mﬁBh-overlapping channels.

of Section IlI, we conclude that (at least with our equipment The above experiments focused on two channel separation
802.11g is not well suited to derive general configuratidasu | 5 ,es namelyl = 0 andd = 8. In order to gain insight

for the design of mesh networks. Following this conclusiofj:q thé performance with other distancek=¢ {0, 4,8, 12})

in the rest of the paper we focus on the 802.11a technolog¥ proceed as follows. We define the raji@s the efficiency

only. provided by a given channel separafitin
B. 802.11a — Far links = Lhon + Biown B
Following the previous section, we next focus on under- Ringte +R§mgle

standing the impact of the interference in 802.11a when the . .
ng 'mp ! ! W Note that the above metric should be 1 in absence of

potentially interfering nodes are relatively far away. Tost . : .
aim, we first repeat the experiment reported above for Sw_linterferencg and close t 0.5 In case of strong mterfer,e_n ce
The results of this experiment are plotted in Fig. 14. corresponding to an equal sharing of the channel’'s bantwidt

We can see from the figure that the behavior is QUit-PEg:e:S;gﬁsf.om are shown in Fig. 15, with the following

different from the one observed with the 802.11g devices. . _
particular, we observe: « For frequencies separated a distante= 8 or larger,

there is a small performance drop of approximately 2%,
which confirms the previous result and shows that for this
distance as well as any larger distances the interference
between channels is negligible.

The use of channels that overlag & 4) leads to a
performance drop of approximately 10% (= 0.9).
Despite it is obvious that overlapping channels should
reduce the overall performance, this performance drop
is quite small as compared @ = 0. This shows that
although there is some penalty paid by using overlapping

« First, the transmission power used does have a noticeable
impact on the performance. Indeed, for 5 dBm the con-
nectivity is quite poor, and only for 13 dBm the maximum
throughput is reached. Note that this is quite in line with
the results from Section IlI-B, where it is apparent that *
802.11a shows a larger sensitivity to the power used.

« When there is no channel separatiod & 0) and
the transmission power is above 12 dBm, using both
links at the same time results in a performance drop of

14We repeated the measurements using different pairs of Lintteykes
and we obtained similar performance. We also measured thetedpRSSI 15Note that these types of throughput ratios have been usaatebéd
values, and they did not show any relation with the transmispower used. estimate interference, see [31].
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0.5 L 3 z 2 ,,,,,,,,,, o o « Despite Fig. 15 shows that, regardless of the transmission
dd;lg e [ — power used, there is almost no lossjnfor distances
o4l ,% Ea i | d_: {8,12}, this result_is deceiving: Fhe vqlues of in
g Fig. 16 proves that until 13 dBm linkis getting most of
’ the bandwidth. We conclude that below this power, link
s 3 . ] i is suffering from low radio conditions, and therefore
xo those configurations should be avoided.
0.2 E 1 « The use of overlapping channels £ 4), again, provides
better values than the case @f= 0. For the former
0.1} ’ i there is a slight asymmetry (around 0.45) at the maximum
transmission power, while for the latter the best value
0 — ‘ ‘ ‘ ‘ is around 0.15. Therefore we conclude that, due to the
8 10 12 14 16 sensitivity of 802.11a links to channel conditions, captur
Tx Power (dBm effect is quite common and any channel separation helps
Fig. 16. Far links, 802.11a: impact of channel separation teanasmitted to lessen its effects.

power on throughput.
With the above, we have seen that with the usenof

and ¢, it is possible to assess the performance of different

channels, the resulting interference does not strongipannel configurations when the transmission power is the

impact the performance (this is a result that we wisame on both links, in order to find the best configuration. One
further explore in Section V). remaining question is whether the use of different transioiis

« Finally, when there is no channel separatidn=(0) the power could lead to performance improvements. To this aim,
sensitivity of 802.11a to the received power results in\ye explore the unfair cases! (= {0,4}) that apparently
large dependence of with the transmission power used suffer from asymmetric radio link conditions, and perfoime t

that ranges fromy =1 to n = 0.4. following experiment. We set a transmission power of 17 dBm

The last result forl = 0 is somehow surprising and deserve@n the link that obtained the smallest share of bandwidté (th
more attention. Indeed, while we could have expected a 50¥52kink), and perform a sweep on the transmission power
penalty due to interference, in Fig. 15 there is no loss 8 the other link (thestrong link), measuring the bandwidth

efficiency for the 7 dBm case. To further explore this resul‘ﬁaCh link obtains when both are active at the same time. The

we introduce the following fairness measurement: results are deplcteg in Fig. 17. .
The results confirm that the observed asymmetry is due to

R . the different channel conditions, as the links experierie t
() same throughput only for different transmission power. For
the case ofl = 0, this occurs when the second link is using
With this ratio we are able to identify asymmetries in thapproximately 8 dBm, i.e., the difference in the transnoissi
links performance if results deviate from the referencaial power is around 9 dB (despite the physical deployment isquit
of 0.5 (i.e., both links get the same bandwidth). The resulgmilar for the two pair of routers). On the other hand, far th
for the same configurations of Fig. 15 are depicted in Fig. 16ase ofd = 4 instead of a single point there is a range of
Indeed, with the aid ofp; it is possible to get insights ontransmission power (approximately, 7-11 dBm) that leads to
channel performance: similar bandwidth performance. Therefore, for this settia

b; =

T opi J
Rboth + Rboth
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Fig. 18. Close links, 802.11a: impact of channel separatishteansmitted Fig. 19. Close links, 802.11a: impact of channel separati@hteansmitted
power on channel efficiency. power on bandwidth share.

careless power configuration provides the best performancg On the other hand, the use of partially overlapped

using non-overlapping channels, while this requirememt ca  channels does not have the same benefits as in the far
be relaxed if the transmission power is carefully tuned. We |inks scenario. Indeed, while in the far links case we

will revisit this claim in Section V. had an efficiency ofy > 0.9, in this case the overall
efficiency also drops approximately to 50%. Furthermore,
C. 802.11a — Close links this reduction comes also with a performance dropof

The previous conclusions have been derived when the thf’ﬂ while in Fig. 16 COUI.d rea_ch_\(alue;g > 0.4, for
potentially interfering node(s) are placed relatively fae., this case they do not deviate significantly from 0.2.
farther than the intended destination). We next assess & wh From the experiments reported in this section we conclude
extent the performance can change in case the interferidg nghat with the use of the 802.11g devices there is little to
is closerthan the destinatidfi. To that aim, we consider thegain from a careful deployment and parameter tuning, since
“close links” scenario of Fig. 11 and compute the values fave have a degraded performance regardless of the configu-
n and ¢; for different values of the transmission power, witifation of these parameters. However, 802.11a deviceswfollo
the results shown in Figs. 18 and 19. the expected behavior and substantially benefit from chrefu

For the case of completely separated channgls (8,12}), planning, and therefore pave the way for the analysis and
it is clear that the results show a similar behavior to the fgesign of optimal configuration strategies. In fact, we hase
links case. However, when there is partial overlappihg=(4) Seen that for the case of two links configuration, depending
or no channel separation at all & 0), there are significant on the relative distances between nodes some configurations
differences between the two cases: might be worth exploring like, e.g., tuning the transmissio

« With close links, there is some additional performandeoWwer to save channel spectrum in the far links scenario.
loss as compared to the far links case when there is no
channel separationd(= 0). In particular, then values
obtained are smaller than for the far links scenario stgrtin
from 7 dBm when both links are active. The explanation Armed with the results from the previous single and two
for this behavior is the fact that theapture effecidoes links experiments, we now address the case of an 802.11a
not help to improve performance but rather it worsermultihop wireless mesh. To that aim, we configure the routing
it: in case of a collision, the “surviving” frame will be tables of the desktop machines and the routers to build the
the one from the closest sender, i.e., the one from thgpology illustrated in Fig. 20, that consists of up to 6 Wéss
interferer (and therefore will be discarded by the noriiops. Note that the maximum performance achievable should
intended receiver). be bounded by the best performance obtained for the case of

« In addition to the above, we further observe that witRingle 802.11a links, i.e., approximately 29 Mbps (see,, e.g
close links we obtain better fairness, with¢a value Fig. 6).
that almost reaches 0.4 for the maximum transmissionNext, we first assess the impact of channel configuration
power. This is explained by the fact that having botin that scenario. To that aim, we run a 30-second UDP
frames discarded in case of a collision helps to improvest between the desktop machines through the 6 wireless
the fairness. hops, and measure the bandwidth at the end of each hop.

16 , _ _ L We initially do this for the following three different “riee”

Note that this setting should not be common in realistic meshogep . . . L.
ments, but because of physical constrains it could be thatiits only possible channel allocation strategies (all of them with the trarssion
configuration. power always set to 17 dBm):

V. MULTIHOP MEASUREMENTS
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Fig. 20. Multihop scenario.
TABLE I
SPECTRUM EFFICIENCY OF EACH CONFIGURATION
# Channels| Throughput Performance Hop #

1 153 Kbps | 0.00255 bps/Hz
6 6.9 Mbps | 0.04313 bps/Hz
11 | 26.1 Mbps| 0.10039 bps/Hz

Fig. 21. Performance of multihop, 802.11a, 17 dBm.

o ~ O

Algorithm 1 Heuristic for the configuration of the multihop
scenario.
« d = 0: in this case, all the links use the same channell: Configure the transmission to transverse only link 1.
because of the resulting interference, we do not expect Set channel 100 on link 1
the performance of this configuration to be optimal. ~ 3: Search on th§TzPower} values for the best throughput
« d = 4: for this strategy, the first wireless link is config- 4: Configure link 1 with the best TxPower found in Step 3.
ured on channel 100, the next wireless hop uses channgi for Link # i from 2 to 6 do
104 and so on, until channel 120 is assigned on the lagt ~ Configure the routing to also transverse link
802.11a hop. Note that with this configuration there is7: ~ for Channele {100,104,108,112,116,120} do

partial overlapping between consecutive links. Thergfores: for TxPowere {8,11,14,17} dBmdo
also for this case, the performance may be far from thé: Save the channel and TxPower that provides
maximum achievable value. the best performance

o d = 8 in this resource-aggressive strategy, each link®: end for

is configured on non-overlapping channels, with no frell: end for

quency overlap or reuse. Note that for this last case, ti&  Set linki to use the best channel and TxPower
only limiting factor is —at least, in principle— the ability 13: end for

of the 802.11a devices to forward traffic from the wired

to the wireless interface, and therefore we would expect

to achieve maximum performance. the maximum value, we conclude that there is little motati

The results for the above three approaches are shownf@h the reuse of parts of the spectrum. However, motivated
Fig. 21. We observe that, as expected, the most spectrum cew-the results from Section IV-B, as well as previous work
suming approachd(= 8) provides the best performance withconsidering multi-WLAN deployments [33], [34], we also
26.1 Mbps. The partially overlapping configuratio £ 4) Wwant to assess if a more careful adjustment of transmission
shows quite a poor performance, around 25% of the maximutwer and channel allocation can lead to a performance
achieved performance. Furthermore, the approach that u§BBrovement. In particular, we investigate if, by using asle
the same channel for all linksi(= 0) leads to almost null hdve strategy to adjust transmission power and to choose
throughput. Note that this last result confirms the findinfe channel frequency, a better spectral efficiency for the
of [32], which observed that throughput drops to zero in &= 4 configuration (i.e., using a total of 6 channels) can be
single-channel scenario. This is caused because the éititrst achieved. To that aim, we have designed the heuristic destri
occupies the channel all the time without giving the secord Algorithm 1. Note that the heuristic reduces the search
station any channel time, and therefore traffic gets stackedspace by configuring each link in a hop-by-hop approach,
the second station (which matches indeed with the resuits tRnd therefore we are aiming at a configuration that, although
we get in Fig. 21). suboptimal, requires affordable configuration tihe

Since the number of channels used by the above approachekhe list of channels and transmission power assigned per
is different, in order to make fair comparison between them,link resulting from applying the above algoritfifnare: {100,
we compute in Table Il the efficiency in terms of bps/HA16, 108, 120, 112, 104and {8, 11, 17, 17, 8, 14dBm, re-
provided by each approach. According to the results obdaingpectively. Note that the configuration found is quite aiefet
we observe that the non-overlapping approagh= 8) not
only provides the best performance in terms of throughpl{t 17An exhaustive search for this scenario would require rupeixperiments

. .. of more than 20 days.
but also in terms of spectral efficiency. Therefore, for éhes 181 (equce the running time, we only considered four values thar
“naive” configurations where the transmission power is set t@nsmission power and never below 8 dBm, motivated by our pueviesults.
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from the one in our rige approach fol = 4. The achieved Careful node placement is crucial.The distance between
throughput is 19.1 Mbps, resulting in an efficiency of approxantennae/nodes has to be larger than the far-field threshold
imately 0.11938 bps/H2, which represents an improvemento avoid near-field unpredictable effects, which are hard to
of about 10% as compared to the completely non-overlappiitgntify. These issues arise not only for devices using the
approach (i.e., thd = 8 case in Table Il). From this and thesame physical layer, but also when using 802.11g and 802.11a
previous results of this section, we draw the following keglevices.
conclusions: Off-the-shelf routers have very limited resources.Note
« Using non-overlapping channels yields the maximurhat this has huge impact on (and therefore conditions) the
achievable throughput since interference is completelypes of tests and measurements that can be conducted in a
avoided. Even though this strategy is the one that us@stbed. For instance, these routers are not powerful éntoug
more spectrum, it is nonetheless the one that gives t@@nerate, process and/or forward frames at some traffis. rate
best spectrum efficiency unless a careful planning of the Wiring also deserves some attentionWe found that using
channel assignment and transmission powers is followedieap Ethernet switches (like common 5 to 8-port home
« With careful planning, gains in spectrum efficiency of ugwitches) causes unexpected performance drops, sucteas int
to about 10% can be achieved by using partially ovefittent disconnections or throughput bottlenecks. Tuesf
lapping channels. However, this gain requires substantibtead of using cheap switches it is better to spend the ynone
planning effort, and unless this effort is made, a bett@n wiring and use high-performance switches with starealik

strategy is to use non-overlapping channels. topologies.
Avoid performing simultaneous tests.Even if the network
VI. LESSONSLEARNED is partitioned and the devices are physically distant frache

In this section, we enumerate the most important Iesso?l@er’ still there are a fgw sources of mgasurement bias. For
learned from the design, deployment and usage of FloorNt .tance, desktop machines, typically equipped with 10@.5Mb
We divide these lessons in two different categorigsthose ast Ethernet cgrds, cannpt generate more Fhan approiymate
mostly related to the deployment of the testbed, ahdhose 90 Mbps of traffic (depending on the frame sge) and therefore
related to the results from experimental tests. cannqt s_aturate more _than three 802'116_1/9 links.
Periodic soft rebooting of the testbed is usefulOff-the-

shelf devices are more prone to software bugs and hardware
A. Testbed deployment problems, thus their uptimes are typically short, and after

It is feasible to install and operate 802.11-based meshsome days operating under stressing conditions (e.g.,llat fu
testbeds under false floors.The first and most important forwarding speed) they start to malfunction or even halt.
result is that it is possible to deploy wireless 802.11 tedsb Therefore, it is recommended to perform a soft reboot batwee
under the false floor, and indeed they constitute a valualeries of tests.
research asset. For instance, we demonstrate in Section Be careful when changing wireless settingssince some
how the testbed is used to evaluate a channel configuratiserticular combinations of the, e.g.wconfi g command
algorithm. may not result in the desired configuration. It is therefagyv

802.11 indoor testbeds suffer from interferencespoth important to verify applied changes and to identify coniftigt
intra (i.e., neighboring wireless networks) and inter tetlbgy ~ settings.

(e.g., Bluetooth). This is particularly evident for the easf Do not always use the same “SSID"lt is better to use
802.11b/g WLANS that operate in the over-populated 2.4 GHitfferent network names every time a new test is initiated
band. or a new network has to be created. Using always the same

External interference measurement or estimation is SSID might cause that several stations remain joined to@n ol
crucial to understand experimental results.Along with the network or re-join it despite a change of frequency, leading
devices used to perform a given experiment, the deploymemexpected problems.
of a parallel infrastructure to monitor all the activity ihet
channel is helpful to understand possible deviations frben t
expected results.

The false floor provides shielding from external radio For indoor testing and using COTS devices, it is more
sources, which is particularly convenient for the crowdedconvenient to use 802.11a than 802.11g, to generate diverse
2.4 GHz band. Despite we believe that the physical protectimultinop topologies.By changing the transmission power, the
from the false floor is enough motivation to deploy testbea®nnectivity of some links can be controlled, thus allowing
like FloorNet, this comes with the added benefit of partidbr the generation of diverse multihop topologies withdug t
radio isolation. need of using additional specialized hardware (attenspliée

19 , _ _ _ _[35]. Without these, with 802.11g all the testbed is withimeo

We tried more complex and time-consuming alternatives to Afilgoril . L L
but we could not find any that provides a significant improvemerterms hOp radio coverage, even for the minimum transmission power
of efficiency or power consumption. These alternatives aegion: once the ~ Asymmetries in bandwidth sharing are quite common

algorithm finishes, 1) repeat the search on the links usethpodve the end gnd hard to predict. Therefore conducting fairness measure-
to end (not hop by hop) throughput performance; 2) repeatdhech, but in ’

the backwards direction: 3) repeat the search, but randohdpsing which MeNts is critical to understand performance_ results degat
links have to be reconfigured. from the expected ones. Tloapture effects quite common in

B. Operation results
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real deployments [36] and it is one of the main reasons ofthetbe National Science foundation under project ECE EEC-
anomalies. Only through a careful setting of the transmissi0313747 001.
power these asymmetries can be lessened.

Single-channel wireless multihop networks provide very
low throughput. Note that the throughput obtained in our
case is in the same order of magnitude that the one frofhl R. Draves, J. Padhye, and B. Zill, “Routing in Multi-radi Multi-

; ; ; ; hop Wireless Mesh Networks,” ifProceedings of the 10th annual
RoofNet [7], despite we are using a physical layer with international conference on Mobile computing and netwogki ACM

higher transmission rates. It is therefore critical to uiffeknt New York, NY, USA, 2004, pp. 114-128.
channels and to reuse frequencies when possible. [2] H. Lundgren, K. Ramachandran, E. Belding-Royer, K. Alntero

; _ ; ; - M. Benny, A. Hewatt, A. Touma, and A. Jardosh, “Experiencesnfr
Using non overlapplng channels prowde the most effi the Design, Deployment, and Usage of the UCSB MeshNet Testbed

cient use of the spectrum. Despite for some configurations IEEE Wireless Communicationgol. 13, no. 2, pp. 18—-29, 2006.
a careful setting of the transmission power can improve thi] V. Navda, A. Kashyap, and S. Das, “Design and EvaluatibiMesh:

i~ ; ; An Infrastructure-mode Wireless Mesh Network,” $ixth IEEE Inter-
eff|C|ency,. the complexity required does not seem to be worth national Symposium on a World of Wireless Mobile and Multiime
the benefits. Networks, 2005. WoWMoM 2008005, pp. 164—170.
[4] J. De Bruyne, W. Joseph, L. Verloock, and L. Martens, ‘lHasion
of Link Performance of an Indoor 802.11g Network,” 5th IEEE
VII. SUMMARY Consumer Communications and Networking Conference, CCDOB, 2

In this paper we have presented FloorNet, a novel wireleigg] January 2008.

. P. Serrano, A. De La Oliva, C. J. Bernardos, |. Soto, A. &= and
mesh testbed deployed under the false floor that is based 6h s azcorra, “A CARMEN Mesh Experience: Deployment and Resit

commercial off-the-shelf equipment. We have analyzed and in IEEE Workshop on Hot Topics in Mesh Networking, HotMESIH'09

assessed its unique characteristics, that we believeittast __ June 2009. . .
J. Camp, J. Robinson, C. Steger, and E. Knightly, “Measiere Driven

6]
strong support for the deployment of these type of .teStbedg- Deployment of a Two-tier Urban Mesh Access Network,Pioceedings
First, the false floor provides the testbed with physical-pro  of the 4th international conference on Mobile systems, iaafpibns and
tection, a feature that saves a lot of time because of, e.g., Services ACM New York, NY, USA, 2006, pp. 96-109.

. . . . . Ei? D. Aguayo, J. Bicket, S. Biswas, G. Judd, and R. Morrisink-level
the absence of wire disconnections. We believe this featu e] Measurements from an 802.11b Mesh NetwoIGCOMM Comput.

itself constitutes a major reason for the deployment obext Commun. Rewol. 34, no. 4, pp. 121-132, 2004.
like ours. Second, despite the relatively small size of thé8] Y. Takahashi, Y. Owada, H. Okada, and K. Mase, “A Wirelégssh

deol t laim it i luabl h tool for both Network Testbed in Rural Mountain Areas,” iRroceedings of the
eployment, we claim It IS a valuable research tool 1or bo the second ACM international workshop on Wireless netweskbeds,

the 802.11g and the 802.11a cases. For the case of 802.114, experimental evaluation and characterizationACM New York, NY,
it constitutes a physically stable research platform to run USA, 2007, pp. 91-92.

. . . 9] K. Chebrolu and B. Raman, “FRACTEL: A Fresh PerspectivéRuaral)
experiments under the presence of interfering sourcesthieor Mesh Networks,” ifACM SIGCOMM Workshop on Networked Systems

case of 802.11a the connectivity of the testbed can be easily for Developing Regions, NSDR'0August 2007.
controlled through a proper adjustment of the transmissit#] D. Gokhale, S. Sen, K. Chebrolu, and B. Raman, "On the ibiays of

. . . . the Link Abstraction in (Rural) Mesh Networks,” ifEEE INFOCOM
power, this way supporting the creation of a Iarge variety of 2008. The 27th Conference on Computer Communicatid@88, pp.

scenarios. 61-65.
Along with the description and assessment of the features[df] B. Raman and K. Chebrolu, “Experiences in Using WiFi four&

our testbed, we have also conducted extensive measurements'lnéiirl?d”ggg;a’ IEEE Communications Magazingol. 45, no. 1, pp.

to derive configuration guidelines for wireless mesh nek&or [12] D. Gupta, P. Mohapatra, and C. Chuah, “Efficient Moriitgiin Wireless
which further validate the usefulness of our testbed. One Mesh Networks: Overheads and Accuracy trade-offs,’Sth IEEE

. . . . . International Conference on Mobile Ad Hoc and Sensor Syst@008.
of the major findings is the non-ideal behavior of off-the- . aq"50032008, pp. 13-23.

shelf hardware, as seen in boththe impact of the entity [13] v-C. Cheng, J. Bellardo, B. P., A. C. Snoeren, G. M. e and
generating traffic in the measurements, andi)nthe strong S. Savage, “Jigsaw: Solving the Puzzle of Enterprise 802ddlysis,”

interference between (assumed) non-overlapping charivels égo'\g SIGCOMM Computer Communication Reviewol. 36, no. 4,

have also identified, by means of experimentation in differe[14] x. Li, R. Stewart, S. Murphy, E. Fallon, A. Hanley, and Roy,
scenarios, in which circumstances it is possible to opemiz  “Performance Evaluation of Meraki Wireless Mesh Network3&T

ol ; ; 2007 General Chairs Lettep. 156.
,the transmission power t.O., e.g., achieve channel falrness[]%] B. Milic and M. Malek, “Analyzing Large Scale Real-wdrlWireless
improve the spectrum efficiency. Multihop Network,” IEEE Communications Lettersol. 11, no. 7, p.
580, 2007.
[16] K. Kim and K. Shin, “On Accurate Measurement of Link Qualin
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