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Abstract The capacity of offloading selected IP data traffic from 3G tbAM ac-
cess networks is considered a key feature in the upcomind?3@Rvorks, the main
goal being to alleviate data congestion in cellular netwavkile delivering a positive
user experience. Lately, the 3GPP adopted solutions tladlemobility of IP-based
wireless devices relocating mobility functions from thenteal to the network. To
this end, the IETF has standardized Proxy Mobile IPv6 (PN8)Pa protocol capable
to hide often complex mobility procedures from the mobilgides.

This paper, in line with the mentioned offload requiremeaumtHer extends Proxy
Mobile IPv6 to enable dynamic IP flow mobility managemenbasraccess wireless
networks according to operator policies. Considering gneonsumption as a crit-
ical aspect for hand-held devices and smart-phones, wesaise feasibility of the
proposed solution and provide an experimental analysigisigahe cost (in terms of
energy consumption) of simultaneous packet transmigsiogption using multiple
network interfaces. The end-to-end system design has Ineglernented and vali-
dated by means of an experimental network setup showingdhieweed Quality of
Experience improvement compared to state of the art solsitio
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1 Introduction

The exponential growth in mobile data applications and éisalltant increase of traf-
fic volume in 3G data networks has placed mobile operatotsdarchallenging posi-
tion — particularly when licensed spectrumis limited — gfgarting large amounts of
traffic chunks. With much of this increased IP data traffiedily attributable to the
availability of affordable smart-phones featuring both&l WLAN access, mobile
operators are now looking at WLAN networks as a low cost a#idve to offload
data from their 3G infrastructure. Offloading alleviatesadeongestion in cellular
networks while delivering a positive user experience.

A first approach to the problem could be to perform an intehtwlogy handoff
whenever WLAN connectivity becomes available, with all tredfic routed through
the WLAN access. However having the capability to move setetP traffic (i.e.
HTTP, video, etc.) while supporting simultaneous 3G and WL&ccess seems a
more appealing solution. In this environment, mobile ofigsacan develop poli-
cies for IP flow mobility, and control which traffic is routeder the WLAN and
which one is kept on the 3G. For example, it seems reasonaiesome IP flows
(e.g., related to VoIP) are sent over 3G to benefit from its Qafabilities, while
IP flows related to "best-effort” Internet traffic can be mdwe the WLAN access.
Inter-working between 3G and WLAN access networks is notva teic by itself,
however the availability of smart phones to the mass manketlae proliferation of
new applications renewed the interest by mobile operanaitss subject.

Lately, we have been assisting to the development of newisokithat enable
IP mobility of wireless devices within a local domain by meanf special purpose
functions installed in network components. We refer to ¢hsslution as network
based mobility management, as opposed to host based mabdihagement (e.g.
Dual Stack Mobile IP [6]).

Network-based Localized Mobility Management (NetLMM) [Blows conven-
tional IP devices to roam across wireless access networtkeuti the support of
mobility clients. This is an appealing feature from the g&\providers view's point,
since it enables mobility support without strong dependent software and com-
plex mobility related configuration in the user terminals.this end, the IETF has
standardized Proxy Mobile IPv6 (PMIPVv6) [5]. However, ant specifications only
provide mobility management of IP sessions and do not censire fine granular
management strategies of data flows belonging to the sanmntiection. This paper
focuses on the design and implementation of flow mobilityeestons for PMIPV6.
It describes the functional components required in the agtio support smart traf-
fic steering while minimizing the impact on the mobile degiead augmenting user
Quality of Experience (QoE). In our proposal, the networkgarticular the mobil-
ity anchor) is the decision control entity. It performs flowobility based on net-
work operator policies, which may dynamically react upoe tietwork load. We
consider two different types of mobile devices: i) termgulith a single interface
visible from the IP stack where the link-layer hides the usmultiple physical inter-
faces as in [21], [23] and ii) terminals with multiple IP infices visible to the upper
layers where the IP stack behaves according tostbak hostmodel [3], [19]. Our
customized PMIPvV6 protocol stack has been extended to supgth types of termi-



nals and an experimental evaluation has been carried oatp®sitive experiments
demonstrate the viability of performing flow mobility witretwork based mobility
management. The efficiency of the solution is also assesgedms of flow handover
latency, augmented throughput, transport protocols itspatd terminal complexity.

One could argue that the simultaneous use of two or moreegséhterfaces can
be a blocking factor to the wide adoption of seamless IP flowititp management,
due to the additional battery consumption. To show its fabityi we have analyzed
the energy consumption of a simultaneous use of multiplevorét interfaces, fo-
cusing on WLAN and 3G access. The tests, conducted on aniexgreal platform,
successfully demonstrate the feasibility of the approach.

The rest of the article is organized as follows. In Sectiorezwovide an overview
of the Proxy Mobile IPv6 protocol, highlighting the motii@n to enable IP flow mo-
bility in this scenario, and evaluating — from an energy poifwiew — the cost in-
curred by enabling IP flow mobility. Section 3 presents th&aieof our proposed
flow mobility solution for PMIPv6. Next, Section 4 reports tre results of our ex-
perimental evaluation. Section 5 compares our solutioh eiisting work. Finally,
we conclude in Section 6. Additionally, we provide extepsietails about the imple-
mentation of our solution in Annex A.

2 Background and Motivation
2.1 Network-based localized mobility management: ProxyoNéolPv6

Unlike client-based mobility, such as Mobile IPv6 [11], waéobile Nodes (MNs)
signal a location change to the network to update routintg stad in this way main-
tain reachability, Network-based Localized Mobility M@@ament (NetLMM) [12]
approaches provide mobility support to moving hosts (¢éRghosts changing its at-
tachment to the network) without their involvement. Thischieved by relocating
relevant functionality for mobility management from the M&l the network. In a
Localized Mobility Domain (LMD), the network learns througtandard terminal
operation, such as router and neighbor discovery or by mefdirsk-layer support,
about an MN’s movement and coordinates routing state updéateout any mobility
specific support from the terminal. While moving inside théD, the MN keeps its
IP address, and the network is in charge of updating its ilmcdh an efficient man-
ner. Proxy Mobile IPv6 (PMIPv6) [5] is the NetLMM protocolgposed by the IETF.
This protocol is based on Mobile IPv6 (MIPv6) [11], extenglthe MIPv6 signalling
messages and reusing the Home Agent (HA) concept.
The core functional entities in the PMIPV6 infrastructure gee Fig. 1):

— Mobile Access Gateway (MAG) This entity performs the mobility related sig-
nalling on behalf of an MN that it is attached to its accesk.lirhe MAG is usu-
ally the access router for the MN, i.e. the first hop routehmltocalized Mobility
Managementinfrastructure. It is responsible for trackirgMN’s movements on
the access link. There are multiple MAGs in an LMD.

— Local Mobility Anchor (LMA) . This is an entity within the backbone network
that maintains a collection of routes for individual MNs kit the LMD (i.e. it



- ID Prefix AR
LMA MN 1 Pref1::/64 MAG 1
MN 2 Pref2::/64 MAG 2

Fig. 1 Proxy Mobile IPv6 domain

is the entity that manages the MN'’s binding state). The mpi@nt to MAGs
managing the links in which the MNs are currently located:kess for an MN
are routed to and from the MN through tunnels between the LMéthe corre-
sponding MAG. The LMA is also responsible for assigning Ipvéfixes to MNs
(e.g.,itis the topological anchor point for the prefixesgesd to the MN). There
may be more than one LMAs in an LMD.

Once an MN enters an LMD and attaches to an access link, the MAGat
access link, after identifying the MN, performs mobilitgsalling on behalf of the
MN. The MAG sends to the LMA a Proxy Binding Update (PBU) asatiag its
own address with the MN’s identity (e.g., its MAC address ol related with its
authentication in the network). Upon receiving this requiee LMA assigns a pre-
fix — called Home Network Prefix (HNP) — to the MN (i.e. allocat@refix for the
attached interface). Then, the LMA sends to the MAG a ProxydBig Acknowl-
edgement (PBA) including the prefix assigned to the MN. Thiea,MN is able to
configure one or more addresses from the assigned prefix. Wiiedlso creates a
Binding Cache Entry (BCE) and establishes a bi-directitunahel to the MAG (the
end-point of this tunnel on the MAG side is called Proxy Caféddress — Proxy
CoA). Whenever the MN moves, the new MAG updates the MN'stiocain the
LMA, advertises the same prefix to the MN (through unicasttRoAdvertisement
messages) and shows the same layer-2 and layer-3 identifithe MN, thereby
making the IP mobility transparent to the MN. The MN can kdepaddress config-



ured when it first entered the LMD, even after changing itsipof attachment within
the network.

2.2 IP Flow Mobility

We are witnessing that the number of wireless mobile subsrziaccessing data ser-
vices does not stop increasing. This is motivated by a waokdifferent reasons: 3G
access is widely available (coverage reaches almost 100férfe populated areas
in developed countries) and affordable by users (most radtzihdsets are 3G capa-
ble, USB modems are quite cheap and operators offer flat t@atb®ir customers).
Besides, the number and popularity of applications desidaesmart-phones that
make use of Internet connectivity is getting higher every, @antributing to the
amplification of the penetration of these devices (e.g.oifeh Android, Blackberry
and Windows Mobile phones), which results in bigger demdad8G connectivity
everywhere. Due to the huge connectivity needs from us&#erators are chal-
lenged to enhance their network deployments to be able tewih the users’ traffic
load.

Driven by this continuous growth on the users’ demand fomeativity and the
high costs of 3G deployment (mainly caused because the spdictrum is limited),
the use of disparate heterogeneous access technologiest iswbmmonly referred
to as 4G [9] — is considered as a mechanism to expand netwpdcita This ex-
tension is not only achieved in terms of effective coverage ¢ne particular access
technology might not be offered in certain locations, whilkers could be deployed
as an alternative way of accessing the network) but alsormg®f simultaneously
available bandwidth (i.e. the effective data rate that ddad achieved by using two
or more access technologies at the same time). User devjogsped with multiple
radios (also known as multi-mode terminals) would be paadiptcapable of improv-
ing the connectivity experience they provide by simultars#ypusing more than one
single access technology. Mobile operators see today aorypyity of reducing the
average cost per offered Megabyte (and therefore an irecédise revenue) by intro-
ducing an intelligent resource management mechanism lbatsato offload traffic
from the 3G network into other access candidate network&é{in&/LAN due to is
high penetration) when available. This optimizes the opeanetwork use, while
keeping the users’ Quality of Experience (QoE).

Fully exploiting heterogeneity in the network access — egabling 3G offload
— has proved to be difficult. Most of existing solutions in usevadays enable the
use of different technologies (e.g., 3G and WLAN) by adaptime of the follow-
ing approaches (or a combination of thera):manual user-based switching, loy
application-based switching. In the former case, usersldd¢o switch on a network
interface based on their preferences (e.g., cost, reqbaadwidth for the applica-
tions being used, WLAN availability, etc.), while in thetkt, applications decide to
turn on and off interfaces based on predefined preferencksetmwork availability.
Both approaches involve a change on the IP address seen lapplieations, and
therefore rely on them surviving that change (or re-esslbig the session). Opera-
tors are not satisfied with any of these approaches, as taeg the mobility control



on the final users and/or the application developers. Aatttily, the QOE obtained
by users in this case may not be good enough, as it depends application behav-
ior or requires the session to be restarted.

The 3GPP and IETF are currently working towards the defimiéind specifica-
tion of a much richer solution which aims at enabling true ftaability. Flow mobil-
ity refers to the movement of selected flows from one accessitdogy to another,
minimizing the impact on the users’ QoE. Solutions for botaDStack Mobile 1P
(DSMIP) [6] and PMIPV6 are being explored, but we focus irs fraper on flow mo-
bility extensions for PMIPv6, as it does not require to ifigtad configure a mobility
stack on the user’s terminal, and allows for a better mghilintrol on the network.

2.3 Flow Mobility for PMIPv6

A first step required in order to support flow mobility is thepaaity to use several
physical network interfaces. Proxy Mobile IPv6 allows an tt\tonnect to the same
PMIPv6 domain through different interfaces, though in anlienited way. There are

three possible scenarios [4]:

— Unique set of prefixes per interface. This is the default mofeperation in
PMIPv6. Each attached interface is assigned a differentfsgtefixes, and the
LMA maintains a mobility session (i.e. a binding cache enpgr MN'’s interface.
PMIPv6 only allows to transfer all the prefixes assigned tdavarginterface to
another one attaching to the same PMIPv6 domain, and dodsilhyospecify
how a MAG can figure out if a new mobile node wants to get a newfgatefixes
assigned (i.e. having simultaneous access via multiptefaates) or if the mobile
node is performing a handover (i.e. the MN wants to tran$femptrefixes bound
to a previous interface to the new one).

— Same prefix but different global addresses per interfacéhitncase the same
prefix is assigned to multiple interfaces, though a diffeesfdress is configured
on each interface. This mode is not completely supportedMiPR6. It either
requires two different mobility sessions (as in the presiscenario) or only one
but two separate host route entries. In any case this scecraates a multi-link
subnet as the same prefix is advertised over different goipbint links. This
kind of scenario presents some issues as documented in [18].

— Shared address across multiple interfaces. In this seerthg MN is assigned
the same IP address across multiple interfaces. This enapfdications on the
terminal to see and use only one address, and therefore theddM be able
to benefit from transparent mobility of flows between inteefa This scenario is
not supported by current PMIPV6, it requires one mobilityséen per terminal
and some kind of flow filters/routes at the LMA to be able to farevpackets
via the appropriate MAG. Besides, ensuring that multiplenterfaces of the
same device configure the same IP address is not easy to a¢higy, IPv6 specs
assume that unique IPv6 addresses are configured per ageefs guaranteed
by running Duplicate Address Detection, DAD) nor to opefaia all Operating
Systems support assigning the same IP address to multigldaices, and the
multi-link subnet issue also appears here). One approacfhitigate this is to
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Fig. 2 Flow mobility in PMIPv6: what is missing?

make use of link layer implementations that can hide theadlgtused physical
interfaces from the IP stack [1]. For instance, thgical interfacesolution at

the IP layer may enable packet transmission and receptiemdifferent physical
media [21], [23].

PMIPv6 as defined in [5] cannot provide flow mobility in any bétpreviously
described scenarios. We next identify and describe whatifumality is missing from



PMIPvV6 to support flow mobility, by making use of an examplig. 2 shows a po-
tential use case of interest involving a multi-mode terrhatéached to a PMIPv6
domain. The MN is attached to MAGL1 through its WLAN interfg¢d 1), and to
MAG?2 through its 3G interfacei f 2). With current PMIPv6 specificatiorplain
PMIPv6, see Fig. 2(a)), each interface is assigned a diffgreefix by the LMA
(to allow simultaneous access) and two different mobil@gsions (i.e. two separate
binding cache entries) are maintained at the LMA. PBU/PB#xalling is used to
keep alive the bindings at the LMA or to completely transferwhole set of assigned
prefixes from one interface to another. In order to suppont flmbility, the state at
the LMA needs to be extendeetendedMIPvV6, see Fig. 2(b)), so the LMA is able
to group mobility bindings referring to the same MN. Additadly, flow state should
be introduced at the LMA, so it can forward packets diffekefite. through different
MAGS) on a per-flow basis. The MAG behavior needs also to beifieddsince the
MAG should be aware of all the MNs' IP addresses that are wedaetthrough the
point-to-pointlink it has set up with the MN. In order to tedar this information, the
PMIPvV6 signalling between the MAG and the LMA has to be exézhals well.

The mobile node behavior needs also to be considered. InaireRMIPV6 sce-
nario, the IPv6 addresses assigned td (addr 1) andi f 2 (addr 2) are differ-
ent@Prefl::ifl/64andPref?2::if2/64,respectively). Packets addressed to
addr 1 will always arrive viai f 1 (and the same for packets addresseaitdr 2, ar-
riving viai f 2). In a flow mobility-enabled scenariaddr 1 andaddr 2 may belong
to different prefixes, belong to the same one, or even be tne $8 address. More-
over, packets addressedaddr 1 may arrive at f 2 (and the other way around), and
should be processed by the MN normally.

In Section 3 we describe in detail our PMIPv6 extensions ppsu flow mobility,
from the network viewpoint (i.e. changes to the LMA and MAGeogtions) and also
from the mobile node one.

2.4 Energy cost of a flow mobility solution

The use of IP flow mobility offers several advantages, in seaiimore efficient use
of the network resources (this makes the solution attra¢tivmobile operators), and
of improved reliability and additional bandwidth (this neakthe solution attractive
to final users). From this perspective, it could seem thabkmaflow mobility en-
hances overall satisfaction of both operators and users ebst. There are however
two main issues that should be analyzed to assess if a PMIRV6lav mobility
enabled solution is feasible in a real deployment. Firstdss — as in any commu-
nications system — the complexity of the solution, in terrhprotocol overhead and
ease of configuration and maintenance (we elaborate mot@oimtSections 3 and
4). Second issue is the energy cost associated with usinipreuietwork interfaces
simultaneously, which is the focus of this section.

Energy consumptionis particularly critical for hand-heéé&Vices and smart-phones,
which already suffer from reduced battery life comparedwgitain mobile phones.
The use of 3G is known to drain battery life faster than 2Guailty, most mobile
phones allow the user to disable the use of 3G). Howeverntsmart-phones make



an intensive use of 3G and stay almost "always-on” (this iiqaarly true for the
case of Android phones). In 3GPP Rel-8 and next releasesptieept ofalways-or

is introduced and future terminals are expected to impléihebnabling and turning
on additional network interfaces leads to an increase oétteegy consumption, and
the question that needs to be answered is whether this seieaffordable by the
user’s terminal.

In order to perform an experimental assessment of the emasgtyderived from
enabling IP flow mobility (i.e. use of multiple network infaces at the same time) we
perform real power consumption measurements on a multientdegtice, equipped
with a WLAN IEEE 802.11a/b/g and a 3G UMTS (HSDPA capablegif#ce. In
order to be able to control as much as possible the used dewepture traffic
sent/received at the network interfaces, as well as claselgitor the device, we
decided to use a small residential router based on a Linuxvéma (an Asus WL-
500GP v1.0). We conjecture that the conclusions we leamm fiese experiments
are also valid for the case of smart-phone devices, as thedwys to use a device
which energy consumption under regular operation is lowughdo allow noticing
the difference in energy cost when a network interface isatetd and used.

The Asus WL-500GP v1.0 is equipped with a 266 MHz processoriEEE
802.11b/g WLAN interface and an IEEE 802.3 Ethernet intsgfaonnected to a
VLAN capable 5-port switch. This version of the router hasiaifRCl slot that al-
lows to change the original wireless card. We remove theraldroadcom card and
insert instead an Atheros based 802.11a/b/g (Alfa NetwABCI085S) one. This
card is supported by the Madwfiriver. In order to mitigate as much as possible the
impact of collisions and interference in the power consuompineasurements, we
avoid the use of the 2.4GHz band (IEEE 802.11b/g) — which iig eeowded in our
lab, as reported in [15] — and configure the WLAN interface(02.81a mode.

The firmware of this router can be replaced with an open solimmex-based
firmware. We install the OpenWRTKamikaze 8.09.2 distribution with a Linux-2.6
kernel in the routers. This firmware gives us more flexibilityhe use and configura-
tion of the routers than the original firmware, and allowsdgample the configura-
tion and use of a 3G USB stick modem. For our tests, we use a éliE60 HSDPA
USB sticK-.

Power consumption is measured using a PCE-PA 6000 poweyzamalMea-
surement of power is done using a PCE-PA-ADP current adaygtere the power
supply of the router is plugged in. Measurement data is tearesd from the power
analyzer to a computer via an RS-232 interface, for its gsiog.

Using this setup, we perform the measurements describedWexirst calibrate
the power analyzer by measuring the consumption when betWthAN and 3G

1 In the context of 3GPP, “always-on” refers to the followirmgdefault bearer is established after the
terminal attaches to the network, meaning that a PacketPratacol (PDP) context is set up and an IPv6
address is configured. This best-effort QoS bearer is kepiglall the MN's network attachment lifetime.

2 http://ww madwi fi.org/

S http://ww openwrt. org/

4 http://ww huawei . cont nobi | eweb/ en/ product s/ vi ew. do?i d=1960

5 http://ww industrial - needs. coni t echni cal - dat a/
power - anal yser - PCE- PA- 6000. ht m
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3G ON WLAN ON
WLAN OFF | 1.80£0.10 W 3G OFF | 1.03+£0.08 W
WLANIDLE | 1.86+0.08W || 3GIDLE | 1.21£0.16 W
WLAN ON 2.16 £0.13 W 3G ON 2.16 £0.13 W

Table 1 Power consumption results

interfaces are switched off. All obtained results are redatio this level. For the ac-
tual measurements, we are interested in the power consamptien the network
interfaces are in the following states:

— OFF: the interface is switched off.

— IDLE: the interface is on but it does not send/receive ang traffic. For the case
of WLAN, this means that the card is associated to an access(go the card is
receiving beacon frames) without sending/receiving amy data traffic. For the
case of 3G, this means that the interface is up, a PDP corasextden activated
and a PPP interface has been set up, but no data is exchanged.

— ON: the interface is on and engaged in a data traffic exchahdiée is down-
loaded from a server using HTTP. By using TCP, the card isivexgeat the
maximum available rate, and traffic is sent in both directi¢downlink: mostly
data segments, uplink: mostly TCP acknowledgements).

We measure the power consumption for different possiblestaf the WLAN
and 3G interfaces. Table 2.4 shows the obtained resultsn(iene@ 95% confidence
interval obtained from five 300-second experiments). Weidoan the scenarios in
which at least one of the interfaces is actively involvedending/receiving traffic,
as those are the cases in which it is important to evaluatertbegy cost associated
with having a second active interface. This second interfaay be either receiv-
ing/sending traffic or just idle, ready to be used. Resultsthat the 3G interface
consumes more energy than the WLAN one, and that the diiferbatween the case
of only using the 3G interface (which is currently the mosiooon one) and the
case of using simultaneously the 3G and the WLAN interfagesly of 16%, which
seems to be an affordable additional cost. Besides, thefdksvamobility does not
only enable the situation of sending/receiving traffic diameously via the 3G and
WLAN interfaces in certain moments, but also the possibitit offloading traffic
from the 3G to the WLAN interface, which directly translaiato a lower power
consumptiof.

3 Solution description
In this section we present the design of a solution enabliowg fhobility for Proxy

Mobile IPv6. An overview of the proposed mechanism is fokalby the detailed
description of the solution.

6 Note also that the throughput obtained via a WLAN networlyjsdally higher than the one that can
be obtained via a 3G network. Therefore, the time requiresetwd a given amount of data via WLAN
would be shorter and this would also contribute to a lowergrovonsumption.
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3.1 Protocol overview

As outlined in Section 2.3, a solution enabling flow mobilir PMIPVv6 requires
basically extensions on the mobility signalling between tiMA and the MAG and
modifications to the behavior and data structures maindaliyethe LMA and the
MAG. Due to the fact that PMIPv6 does not require the MN to iempént nor par-
ticipate in any mobility protocol, considerations aboutnvttbe terminal behaves are
very relevant. In this paper we consider two different kinéi#Pv6 mobile nodes:

1. Terminals with a single interface visible from the IP sta€lertain link-layer
implementations can hide the use of multiple physical fatas from the IP
stack [1]. Thelogical interface[21], [23] at the IP layer is the most complete
approach, as it allows both sequential and simultaneousfudiferent physical
media.

For the case of this type of terminal, our solution is basetherMA delegating
the same prefix (or set of prefixes) to the MN, regardless oftysical interface
that is getting attached to a MAG, since there is only onefate visible from
the IP layer. In fact, this basically means that from the yieimt of the network,
the MN is sharing the same IP address(es) across multiplsigaiyinterfaces,
although the addresses are not really configured on thegatysierfaces but on
the logical one. The LMA decides — on an IP flow basis — througiclv MAG
data traffic is forwarded to the MN, and therefore though Wiphysical interface
the MN receives traffic.

2. Terminals with multiple IP interface$n case the mobile terminal does not im-
plement the logical interface concept (or an alternatimk-layer approach that
hides the use of multiple media to the IP layer), it is stilspible to enable full
flow mobility if the terminal follows theweak hosmodel [3], [19]. This model
does not limit the traffic reception at a host to only those dekets whose des-
tination address matches the IP address assigned to thiagsteeceiving the
packets, but allows the host to receive and process packetseNP destination
address corresponds to that of any of the local interfacébeohost. We have
performed some tests with different operating systemstlamdesults show that
both Linux (tested with Linux-2.6.26) and Mac OS X (testedhwieopard ver-
sion) implements the weak host model for both IPv4 and IPaBi¢r We have
not performed tests with Windows, but some results have begorted in [22].
Windows XP and Windows Server 2003 use the weak host moddalliféPv4
interfaces and the strong host model for all IPv6 interfatass behavior cannot
be modified. The Next Generation TCP/IP stack in Windowsavéstd Windows
Server 2008 supports the strong host model for both IPv4 Rw@ by default on
all interfaces. The stack can be configured to use weak had¢imo
For the case of this type of terminal, our solution is basether MA delegating
a unique prefix (or set of prefixes) per interface (as in platf/6). The LMA
performs flow-based routing while the MN is able to procesgited packets at
any of its interfaces, thanks to the use of the weak host model

The LMA is the decision control entity in our proposed apptodt performs
flow routing based on operator policies, which may be dynamadlow performing
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flow balancing to adapt to the network load. The LMA enforaeshis way which
interface is used by the MN to receive downlink data traffar. the uplink, there are
potentially several different approaches that the MN mdlpfo For example, the
decision can be taken by the MN itself, selecting which iiates to use independently
of the LMA, although this could lead to asymmetric routingtie uplink-downlink
pathg. We propose the MN to use for sending uplink traffic the santerface that
is receiving downlink packets belonging to the same flowldwahg this approach,
the MN replicatesthe decisions made by the LMA for the downlink traffic when
sending uplink traffic, following any changes that the LMA ym@erform during a
flow lifetime.

In the next sections, we elaborate more on the specific ppbéatensions that are
required to enable flow mobility in a PMIPv6 domain for the tiinds of terminals
supported by our solution.

3.2 PMIPvV6 extensions
3.2.1 Single IP interface case: logical interface model

The support of terminals in the network implementing thadabinterface requires
the following additional PMIPv6 protocol extensions:

— A new value (ogical interfacg for the Handoff Indicator (HI), included in the
PBU/PBA signalling.

— Additional Proxy CoA and tunnel-ID fields in the BCE (one peldaional at-
tached physical interface).

— Additional Access Technology Type (ATT) field for each ploaiinterface con-
nected.

When an MN uses a logical interface to connect to the same LMDnultiple
physical interfaces, it appears to the rest of the netwoeksaes of different endpoints
with the same Layer-2 and Layer-3 addresses. In PMIPv6, andédN has attached
one of its interfaces and has been registered in the LMA espbent attachments via
different interfaces to different MAGs might be identifiesl landover requests. In
fact, the LMA receives an identical PBU for each attachingriface, being the only
difference the source MAG whose address differs from th&y@mA specified in the
BCE for that prefix. If the Handoff Indicator (HI) in the PBU s®age is not properly
set (for instance, HI value 4 stands forspecifie)i the LMA may misunderstand the
request and move the registration (mobility session) totve interface, deleting the
routes for the previous device. A smarter use of the ATT fialddnjunction with
the newlogical interfacevalue for the Hl field, leads to a different population of
some BCE's parameters in order to allow multi-interfacedthananagement. The
LMA, indeed, needs to store in the BCE information aboutla MAGs that lead
to the same host, that is, the Proxy CoAs and the tunnel-ID& €xtra instance

7 The main problem here would not be the asymmetry in the patleved by packets — IP routing
does not guarantee symmetric routing — but the differenegcmetwork delays imposed by different
technologies, which could have an impact on the performaange, of TCP flows.



13

of these parameters should be added for each physicalaoée(fjrouped under the
same logical interface), so that the LMA is able to creataélsand routes without
deleting the existing one.

The above description (to simplify the explanation of thetpcol procedures)
takes into account the assignment of a single HNP per loti#daterface. In case the
LMA assigns a pool of HNPs to the logical IP interface (frora ttMA perspective
this is a standard IP interface) all the logic still holdseTiMA will need to store all
the HNPs for the specific mobility session. From a MAG pointiefv there may be
different protocol choices:

— One HNP per physical interfacén this case the LMA, upon attachment of each
physical interface, assigns a different HNP. That is, the@#&A4roviding network
connectivity to the MN know only the on-link prefix. To enalflilev mobility the
LMA, during the PBU/PBA protocol exchange, should inforne tAGs about
all the HNPs associated to the MN. The PBA should carry the $ithBt should
be reachable via the on-link HNP. This procedure is simdahe one described
in the weak host section allowing the MN to receive packetarp HNP (irre-
spective of the on-link configuration) as long as they areerly assigned to
the logical IP interface. The PBA message contains a spexption and upon
parsing, the MAG installs the required routing state.

— Multiple HNP per physical interfacén this case the LMA behaves according to
the original PMIPv6 specification [5] and assigns a pool of?4No the logical
physical interface. The same operation will be executedwthe MN attaches a
second physical interface.

The experimental results presented in Section 4 descriteesihgle HNP per
logical IP interface. We argue that from a session contyruuiiint of view this is the
most interesting scenario, configuring the node a singlbalj@lways-on reachable
IP address from that HNP. Moreover, in a 3GPP context the HNPRe IP prefix as-
signed by the mobility anchor to the MN upon network attachnadlowing seamless
mobility of IP flows across heterogeneous acess

3.2.2 Multiple IP interfaces case: weak host model

The support of weak host terminals in the network requireddtiowing additional
PMIPv6 protocol extensions:

— A new data structure in the LMA, call€tbw-mob list
— A newflow-mob fieldn the BCE.
— A newflow-mob optiorin the PBU and PBA.

When an MN attaches to an LMD via more than one interfaceciives a dif-
ferent prefix for each one of them. The LMA stores a BCE for gafix, thus the
interfaces will be treated as if they were completely défarMNs (i.e. separated

8 It should be noted that the 3GPP SA2 working group will bed#adizing for Rel-10 mechanisms for
seamless WLAN offload from the LTE wireless access. Suchtdobies are currently based on DSMIP,
but studies shows the strong interest from mobile operatattse deployment of network based solutions.
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mobility sessions). This issue can be overcome if the LMAntans a list to group
together the BCEs that refer to the same MN. Hence, a new ttatdige is created,
referred as flow-mob list, whose entries contain the MN-IDthe registered MNs,
and pointers to the BCEs related to the same MN. Each BCE ailiain a pointer to
its correspondent flow-mob entry. We adopt the solution afgithe MAC address
as MN-ID, enhanced by means of a MAC to MN-ID conversion megie. In this
way, different MAC addresses share the same MN-ID thus tpriog the concept
of an MN with multiple interfaces.

The MAG, upon detecting MN attachment, checks whether thei$/ithorized
for PMIPV6 service. If so, the MAG prepares the PBU with theuaeed MN-ID
in the MN-ID option and the MAC address in the Link Layer ID (D) option.
When the PBU is received, the LMA registers a new BCE follayihe PMIPv6
standard procedure (because the HNP and the LL-ID are nes)inaaddition it
checks whether the MN-ID is already present in the flow-meb If present, the
LMA adds a new pointer in the flow-mob entry towards the new B&t#l a pointer in
the BCE to the flow-mob entry. The LMA then builds a PBA with firefix assigned
to the new interface (standard PMIPv6 behavior), addingma eption, named flow-
mob option. This option — which has the same format of the HK#Hixp option —
carries the prefix(es) assigned to the previously attaaitedace(s).

When the MAG parses the HNP option(s) carried in the receRBA, it sets
on-link routes pointing to the received prefix(es), and wherarses the flow-mob
option it sets routes to the carried prefix(es) via the linkaloaddress of the MN's
interface that has just attached to the MAG. That is, the MA&Ells routes to all the
prefixes assigned to the MN for each of its interfaces atéhthéhe same LMD.

It should be noted that the above behavior is similar to theeaescribed for the
logical IP interface when multiple HNPs are delegated toMihe

3.3 Flow Management

Although flow management procedures do not require protoesisages exchange,
they still require some level of interaction with the PMIP&ggine. To this end we
highlight in this section the main general aspects of any fiowbility manager and
we leave the implementation specific design choices for Arne

A flow is intended as a stream of packets that traverses the td¥ffom the MN,
regardless of which entity started the communication orctvititansport protocol is
being used. This is in accordance with the principle that té is the only agent in
the network that is able to re-direct the streams througkengdath upon an internal
decision (which may be dependent on external triggersihiethe MAGs nor the
MNs can decide to change path or manage flows in the downligctibn. For the
uplink direction, as anticipated before, the MN appliespgbécy of sending packets
from the same interface where they have been received.

A flow is univocally identified by 6 parameters — also refer@ds flow 6-tuple:

9 We use the MAC address as MN-ID because this is what it is Stggbby our current implementation.
Nevertheless, a different approach, such as the use of Kefwaess Identifiers (NAls) could be followed
instead, and in this case a conversion mechanism would nudessary.
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Source IP address.

Destination IP address.

IPv6 flow label field.

IPv6 next header field (transport).
Source port.

Destination port.

4 Validation and experimental evaluation
4.1 Testbed description

In order to be able to conduct real experiments that allove @saluate the feasibility
and performance of our proposed solution, we implemented#sic Proxy Mobile
IPv6 protocol as well as our flow mobility extensions. Fig.e&pitts the functional
boxes in our testbed and the associated software modules &etailed explana-
tion of our implementation, please refer to Annex A. The r@tusetup features one
LMA, three MAGs, a machine acting as network server conrkttighe LMA and
two mobile nodes: one implementing the weak host moglebk host My and one
implementing a particular realization of the logical ifitee concept: the bonding
interface bonding MN. These nodes are Ubuntu 9.04 Linux machines (with Linux-
2.6.31). PMIPv6 mobility support is enabled on the LMA and MAGs. Two real
access points (APs) are deployed to provide WLAN accessladt to MAG2 and
MAGS3 via an Ethernet cable. These APs are Linksys WRT54GlIL vduters (con-
figured to operate in AP mode), running OpenWRT Kamikaze @di€®ibution. 3G
access is also provided (MAG1), via the 3G Alcatel Lucertt@quse network.

The weak host MN has one WLAN interface and one 3G interfacwéitél USB
dongle). Since the 3G network only provides IPv4 connetgtivie setup an Intra-Site
Automatic Tunnel Addressing Protocol (ISATAP) [17] contien to convey IPv6
packets over the point-to-point IPv4 3G connection. Thathie in-house Gateway
GPRS Support Node (GGSN) has been connected to MAG1 and G#IAP es-
tablishment, the Router Solicitation generated by the Mioisveyed to the MAG
through the ISATAP tunnel. Upon Router Solicitation redaptthe MAG triggers
the PBU/PBA protocol exchange with the LMA. From a protocehbvior and flow
management points of view the use of the ISATAP tunnel hasnpact. When the
weak host MN performs network attachment it receives two BiNRe on each inter-
face (e.g., 3G and WLAN) and theacket reflectomodule assures that uplink (UL)
and downlink (DL) packets are sent through the same interfabis small module
takes care of identifying IP flows, monitoring at which irigere IP packets belonging
to a particular flow arrives (downlink), and replicatingtbahavior in the uplink (i.e.
using the same interface when sending packets belongihdsttidw).

The bonding MN features the Linux bonding module modifiedrtstall spe-
cific transmitting policies. The bonding device is createdslaving” two wireless
network interfaces, each of them connected to the WLAN acpets attached to
MAG2 and MAGS3. It should be noted that the access points feapecial purpose
software (code runs on top of the OpenWRT distribution) tdqgren network at-
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tachment/detachment detection of WLAN stations. Thatpsnusuccessful Layer-2
association, the AP sends to the MAGAttachmentTriggeto bootstrap the PMIPv6
registration procedure. After the attachment of the twaeless physical interfaces,
the MN has an HNP configured on the bonding device and canveepeickets on

any of the two physical interfaces.

The MAGs implement the PMIPv6 engine to form PBUs, parse P&#ainstall
the required routing state for packet delivery. MAG2 and M3 mentioned before,
and in addition to Router Solicitation messages, are abiedeive Layer-2 attach-
ment triggers from the AP and start the PBU/PBA protocol exgje. There are no
further required components to perform flow mobility.

The LMA plays a key role in the flow mobility procedure. It rutree PMIPv6
engine and the logic to classify/manage the IP flows. Annergcdbes in detail how
it has been implemented in Linux, fully relying on thp6t abl es,i pr out e2 and
i p6queue tools.
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4.2 Experimental evaluation

This section provides an experimental analysis of the m@stres designed to enable
flow mobility in PMIPv6 domains. Different tests were perfard to validate the fea-
sibility of the proposed approach as well as to evaluatedtfopmance. We consider
two main situations in our experimental evaluation:

1. QoS triggered flow mobility. The movement of a flow (or seflo#s) from one
interface to another is triggered by QoS reasons. For exariiyd access network
to which an interface is attached might not be able to cople alitthe traffic, so
the operator decides to offload a flow (or set of flows) to anrfate connected
to a less congested access network. This type of mobiligypisally proactive.

2. Interface outage triggered flow mobility. A completelffelient situation appears
when all the flows bound to a given interface have to be movedus® the inter-
face has just gone down. This might happen because the us@rdtananually
switched down an interface (e.g., to save some battery difeaney) or because
of radio coverage. This type of mobility is typically reaeti

As explained in Section 3, two different types of mobile nedee supported
by our solution, following different paradigms: the lodidaterface and the weak
host model. Although from a conceptual viewpoint our salatshould behave quite
similarly with both approaches, due to the particular impdatations that we use
for the experiments, there are some limitations that havienpact on the type and
number of the tests that can be performed:

— The logical interface based MN is implemented by using theukiBonding
Driver. This driver is designed for physical Ethernet ifdees only®. Although
other Ethernet-based technologies, such as WLAN, are a|goosted, it is not
possible to bond (i.e. group under the same logical inte)f86 interfaces, as a
logical PPP interface is brought up when 3G is enadladd the bonding module
does not support non-physical interfaces.

— The weak host model does not allow the prefixes assigned totarface to sur-
vive if the interface is shut down, as they are bound to thesjay interface.
Because of this limitation, we do not perform tests with theak host MN in
which an interface is completely turned down (this actuaibuld correspond to
a complete handover). Note that with some support from ttmaitel, this limita-
tion might be overcome by not fully shutting down the intedabut just turning
the radio off.

4.2.1 QoS triggered flow mobility handovers

This section shows the performance of the flow mobility pchoes when the Flow
Manager (located at the LMA) receives QoS related triggéfs.first proceed to

10 http://ww | i nuxfoundation. or g/ col | abor at e/ wor kgr oups/ net wor ki ng/
bondi ng

11 The Point to Point Protocol (PPP) is used between the MN an@GBSN when the PDP context is
setup. A PPP interface is configured on the MN and used asltlefauito reach the Internet.
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Fig. 4 Bonding MN, QoS scenario, TCP sequence number and Inseiarthroughput vs Time

analyze the WLAN to WLAN scenario for the bonding MN and thempare the
obtained results with the WLAN to WLAN scenario for the weashMN. The goal
is to show that there is no difference from a flow managemeinttpd view. We
then proceed to analyze the more compelling WLAN to 3G flow itglscenario. It
should be noted that this latter scenario is the baselin@fpoptimization algorithm
aiming at offloading the 3G network.

Flow mobility triggered by QoS changes for WLAN-WLAN scenario

These experiments are performed using an MN which operatesgh two iden-
tical WLAN interfaces. It is worth noticing, in order to unsg#and the experiment,
that the delay between the LMA and each interface of the MXéssame, without
adding any artificial delay between both entities. As TChésgredominant type of
traffic in the Internet nowadays, we use TCP flows in the testsye analyze how
flow mobility affects TCP flows. During this experiment we silaite a degradation of
the link used by the flow under inspection, triggering a hareddue to an increase in
the number of packet losses. In order to do so, we usedhéraffic control) proper-
ties of the Linux kernel. By using the traffic shaping modtitequgh the ¢ qdi sc
interface) we are able to decrease the capacity of the tureteleen the LMA and
the MAG, leading to a handover once the packet loss reachiesmatpreshold.

Fig. 4 presents the plot of TCP sequence number and throtighptime for the
scenario explained before and using a bonding MN. It can Iserled how the se-
guence number graph presents six step regions, starting k89, 180, 274, 307 and
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364 seconds. These step regions correspond to the packetdue to the effect of
the traffic shaping. Once the flow is moved appropriately;,t6® sequence number
starts increasing again since in the new path no losses.ddwisame effect can also
be appreciated in the throughput. At the same time inteasthe sequence number
graph reduces its slope, the instantaneous throughputtddpn the figure dramati-
cally turns to zero, since no new packets arrive at the recgand retransmissions are
being performed. A close-up of one of the step regions is@esented in Fig. 4 for
better understanding. It shows that the step region is natramously flat as packets
are being dropped by the traffic shaper progressively.

In order to compare the weak host model and bonding intedaceepts regard-
ing the flow mobility due to QoS constraints, we perform thesaxperiment using
the weak host MN and results are shown in Fig. 5. ComparingdFéapd Fig. 5, it can
be concluded that there are no significant differences lethee observed behavior,
which supports the idea that the performance of our solutiarot affected by the
type of MN (weak host or bonding one).

Flow mobility triggered by QoS changes for WLAN-3G scenario

This experiment explores the inter-technology flow mopitiue to QoS changes.
The experiment setup is similar to the one previously degdidbut herein we focus
on the relevant aspects of the handover between two ditfézehnologies. The ex-
periment consists in the streaming of a video to an MN coratketd two different
MAGs through WLAN and 3G. As in the previous tests, the qualitthe links be-
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tween the LMA and MAG is affected by the use of the traffic shgpiharacteristics
of the Linux Kernel, through théc qdi sc command. Fig. 6 presents the results
obtained.

Fig. 6 shows the sequence of the different handovers, tiégjey the packet loss
ratio crossing a configured threshold. The experimentsstaith the MN attached
to the 3G network, since this is the interface defined as ttefatotal of eight han-
dovers are performed in this test, each one moving the flow fre congested access
network to the one without QoS constraints. As in the WLAN tbANW experiment,
the sequence number graph does not remain completely flizigdine retransmis-
sions, since the interface is affected by losses, but itmgwes completely down.
The instants where a flow is moved from one interface to amatire be easily iden-
tified due to the fact of the instantaneous throughput dragrtest zero during the
handover. Once the handover is performed, we can see a aquickient in the se-
guence number graph caused by the TCP retransmissions.

Finally, from Figs. 6 and 8, we can conclude that the desigmdation enables
the network operators to provide seamless inter-techydlogy mobility, fulfilling
operators desires while not impacting the final user’s egpee.

4.2.2 Interface outage triggered flow mobility

This section describes the flow mobility procedures wherLtdé receives Proxy
Binding Update messages with a lifetime value set to zeterfits of protocol opera-
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tions it means that an MN has disconnected). Due to the lifoita explained before,
we first test the thus scenario for the WLAN to WLAN case usimglbonding MN.
We argue however that from a protocol operation point of vileer'same considera-
tions apply to weak host terminals. We finally relate an out@ferage scenario to
the WLAN to 3G weak host MN where the flow handover is manualbgered. It
should be noted that there is no impact on the protocol ojparébnly the trigger
changes).

Flow mobility triggered by interface outage for WLAN-WLAN s cenario

As in the previous experiment, herein an MN with two idertMA_AN interfaces
is considered and no artificial delay is added to any of thphetween the LMA
and the MN. This experiment analyzes the flow mobility whégigtered by an out of
coverage scenario of the interface serving the flow. WhemMRN& currently active
interface is switched off, the flow is automatically movedhe remaining active in-
terface (thanks to the Layer-2 attachment/detachment eddeh allows the MAG
quickly detect the MN detachment). We then move back andh fibe: flow by alter-
nating the active interface.

Fig. 7 presents the TCP sequence number vs time and Instantsthroughput
vs time graphs. As in the scenario presented in the previgpsrinent, four step
regions can be identified in the sequence number vs time gidg@se step regions
start at 67, 91, 116 and 140 seconds respectively. If we aadhe close-up of the
figure, it can be seen how in this case the region is compl#tjyn contrast with the
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results shown in the previous experiments (QoS triggeredrfiobility handovers).

In this case, there is no progressive loss of packets, sircénterface is abruptly
turned down. We can also observe how the instantaneousgiyatidrops to zero,
since during the interface outage there are no packets egedaThe different step
regions are for all cases shorter than the ones presenthd prévious experiments.
This effect is due to the progressive losses compared tariheediate drop of the
interface.

Itis worth noticing that we only perform this experiment fbe bonding MN, for
the reasons highlighted at the beginning of this sectioandigg the weak host MN.
In the case of the bonding terminal, the IP prefix is delegedelde unique logical IP
interface, instead to each individual IP (physical) iraed as in the case of the weak
host MN. This difference yields to a strange behavior of tieakhost terminal when
the interface is turned down, removing the IP prefix from thatdown interface.
Hence the outage experiment could not be repeated with th& in@st model node,
since the prefix disappears and the connection is dropped.

Flow mobility triggered by interface outage for WLAN-3G scenario

This experiment considers an MN which has an IEEE 802.1dadvd as one of
its interfaces, while the second interface is a standard 8@em. Herein we focus
on the evaluation of a handover case emulating an out of ageescenario. The
MN starts a video flow in the 3G interface and this flow is matysitched to the
WLAN and 3G back and forth. Fig. 8 presents the results oftdss As shown in the
figure, the bandwidth requirements of the video are quite l@mce the video does
not suffer from congestion while being transmitted/reediat any of the interfaces.
We select this scenario since we want to assess the impabiaafing the under-
lying technology to a standard traffic without QoS requirameeObserved results
show that the handover between both technologies is tragispfaom the viewpoint
of the flow performance. For better understanding, we alewige two close-ups of
a selected 3G to WLAN, and WLAN to 3G handovers. In the case bAWto 3G
handover, we find that for each handover, some retransmgssiccur, as the band-
width of the 3G interface is lower than the WLAN one, and it&aglés higher. This
decrease in the performance is hardly noticeable due tathedquirements of the
traffic being used. For the case of the 3G to WLAN handover wetfie inverse be-
havior, observing an increase in the speed of the sequemakarngrowth. Observed
results show that our design does not impose any penaltyeipehformance of the
flow apart from the effect of changing the characteristicthefunderlying technol-
ogy, which is known to affect the TCP performance. Nevegsg|the flow handover
itself is seamless and transparent for the involved comoatioins peers.

5 Comparison with previous work

The concept of flow mobility has been extensively analyzedlient-based mobil-
ity protocols, and there already exist standardized smistisuch as the flow bind-
ings extensions for Mobile IPv6 [16]. The use of this kind béit-based solution
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has been proposed as a mechanism to enable mobile opecatsfioad data from

their 3G networks [14], and there even exist approacheslm@s¢he IP Multimedia

Subsystem (IMS) framework [10]. We argue that client-bas#dtions have several
disadvantages, since they require to modify the userscdewio include an IP mo-
bility stack, which also has to be provisioned with propemfaguration and security
credentials (in addition to those required to access theatqres network). This ad-
ditional requirements might limit the usability of a sobui due to the difficulties

involved in its deployment.

As PMIPv6 is the standardized solution for network-basetititp management,
the 3GPP and the IETF are currently working on the design Rl extensions to
enable flow mobility. The NETEXT WG of the IETF has been rebergchartered
to work on extensions to enable inter-technology handoardsflow mobility. An
early version of the solution described in this paper has Ipeesented in the IETF,
being one of the first ones addressing the flow mobility iskaéwas presented and
discussed there (even before the NETEXT group was actuatthartered to work on
flow mobility) [2]. There are other solutions which tackletsame problem, although
no standard solution exists yet. We next summarize someohtist relevant existing
proposals and compare them with the solution we have pregand evaluated in this
paper.

Koodli et al. propose in [13] new signaling between the LMAldhe MAG to
enable the LMA control flow mobility. Two messages are defitieel Flow Handover
Request (FHRQ) — that is sent by the LMA to the MAG set up fodirsg for one or
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more flows to an MN — and the Flow Handover Reply (FHRP) — serthbyMAG in
reply to a FHRQ message. While this signalling can be useéhtbpmrticular flows
of an MN to specific MAGs, authors do not include any consitiens on the mobile
node behavior/support, nor provide any validation resulteport on experimental
tests.

Hui et al. propose a similar approach in [7] and [8], consistbn a extension
of the BCE format at the LMA so the same HNP can be bound to abdAGs.
The Binding Update List Entry (BULE) data structure is alsodified to include the
service flow information at the MAG. As opposed to [13], thethaver control is on
the MN and not on the LMA, and therefore it can be considereshaagpproach less
attractive for mobile operators.

As far as the authors know there is no published work aboutrohility exten-
sions for PMIPv6 that include validation results based @ peototype experimen-
tation. Wakikawa et al. present in [21] an approach basederuse of the virtual
interfacé? to enable inter-technology handovers in PMIPv6. The apgrds vali-
dated via implementation but it does not tackle the flow mghbigsue. In [20], the
same authors propose for the first time the use of the virhtatface to solve the
problem of inter-technology handovers and multihoming MIPv6, but no details
on the protocol changes (i.e. signalling between the LMA BHAG) required to
support flow mobility are given.

6 Conclusions

In this paper we present an end-to-end system design fegtiloiw mobility exten-
sions for the Proxy Mobile IPv6 protocol. Starting from oimgpdiscussions in the
3GPP and IETF standardization fora, we derive the requiesigd choices cover-
ing both network components and multi-mode mobile deviSescifically, given the
expensive nature (in terms of battery consumption) of siamélous usage of het-
erogeneous wireless network interfaces, we first validatedesign by measuring,
through experiments, the power consumption of a deviceppeui with WLAN and
3G interfaces. The obtained results justify our choicestardroposed end-to-end
design.

We then proceed describing the solution emphasizing théidatjpns of flow
mobility support on hand-held devices. Two different coafagions (single logical
IP interface and multiple IP interfaces) have been presgeata evaluated from a
performance point of view. The tests show that flow mobilityPiMIPv6 based net-
works is achievable for TCP based data traffic while maimagithe desired level of
Quality of Experience. It is worth noticing that the testtssdup features a real 3G
in-house network compounded by WLAN coverage, and thatraxggats have been
conducted with commercially available tools (e.g., 3G USBgale). The implemen-
tation work is documented in an annex witnessing the effodambining standard
PMIPvV6 routing with enhanced procedures for flow managenidrg reader should
be comfortable in reproducing a similar setup if required.

12 The termvirtual interfacerefers to a particular implementation of thugjical interfaceconcept.
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To the best of authors knowledge this is one of the first and owaplete studies

on flow mobility support for the PMIPv6 protocol. The papenduines an extensive
implementation effort with an up to date review of curreinstardization activities.
The next steps include promoting these ideas at the NETEXTF W&orking group
while evolving the platform as the standard itself will exel
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A Implementation description

In this annex we provide a detailed description of the imgetation of the different components devel-
oped to enable seamless flow mobility in PMIPv6. We first dbscin detail how flow management is
implemented and then elaborate on the different type of lmatmde considerations (i.e. weak host and
bonding models).

A.1 Flow management

Flow management is kept detached from the PMIPv6 daemon enfidrmed by a separated process re-
ferred as "Flow Manager” or FM. The two processes commueittaiough the use of a UNIX socket as
depicted in Fig. 9.

The first functional block of the scheme is the module thataex$ the 6-tuple parameters from the
packets. If the 6-tuple refers to a new flow, an "add flow” rexjuis sent via socket 1 to the PMIPv6
daemon, which first checks if the destination prefix is caasiswith those stored in the Binding Cache.
If succeeded, it then replies to the FM indicating the flowgénerated and the tunnel-ID used for that
flow, otherwise no indication is provided, meaning that tevftannot be processed. Upon receiving the
reply, FM stores in the flow table this new stream with theteglgparameters, i.e. the 6-tuple, the flow ID
and the tunnel used. In the meantime the packet is waitingargtieue for a signal by the flow manager.
The signal can be a mark verdict if a suitable flow-1D is preddin this case the mark will be exactly the
flow-1D), or a void verdict in case of empty response by the P daemon. If the 6-tuple corresponds to
an existing flow, then communication with the PMIPv6 daensondt necessary and the packet is marked
with the related flow-ID.

The flow table stores the tunnel-ID through which the flow isvMarded. When the flow has to be
moved (the FM can receive external triggers), the requestatither on the FM side sends a "move”
request indicating the flow-ID and the tunnel in use. The estidispatcher on the PMIPv6 daemon side
checks for the availability of tunnels for that MN by insgagtthe flow-mob list, or the BCE’s bonding
indicator. If the lookup succeeds, the rule manager bloaks ad"fwmark-rule” pointing to a route that
specifies as default device the tunnel retrieved beforeerAfiis rule is set, the packets are forwarded
through the new tunnel, bypassing the default route baséohgest prefix matching method.

Both dispatchers can delete a flow by means of the "del” raduewhich a flow is removed from the
flow table and the from the rule table, if present.

Beside the main thread, three additional threads have sitoehe dispatcher. The command line
thread’s main operation is to interpret manual-typed uitons (of the three types described before) and
to send the relative request to the dispatcher. This thrfatsdhe possibility to monitor, reset and adjust
the system if something went wrong with the automatic mamesge.

The polling thread monitors the flow table looking for expirdows (that is, flows without activity
during a certain interval), and, more interesting, it deiees the congestion on the tunnels. This behavior
has been tested by setting a low bitrate capacity over theetsusing ¢ qdi sc utility. FM periodically
checks the tunnels’ packet drop ratio and when the raticsemoa given threshold the FM moves the highest
bitrate flow on that tunnel to another one. Further impleragon will refine the mechanism in order to
achieve a better response; in fact it is possible to assoiaach flow its estimated throughput and check
it systematically. In case of throughout drop, FM moves tbe/flo another tunnel, and the congestion
might be avoided.

The BCE Delete Thread is the only one triggered by the PMIPagntbn, with which a separate
communication is provided. This thread listens to BCEsTelgistration events and deletes (or moves)
flows that carry the deleted prefix. Regarding the deleticasphthis feature optimizes performance of the
polling thread, in that it anticipates an operation thatgbling would have done later on. This feature is
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very useful for the bonding terminal model to test loss oferage scenarios. In fact a BCE de-registration
might be triggered because one of the active host's intesféest wireless connectivity. In this case, to
preserve the seamless mobility service, it would be ddsifmbmove all the streams associated to that
IF. Upon receiving a BCE delete event (PBU with lifetime ket to zero), FM moves all the flows that
match the prefix and were using the tunnel to the lost-coivityctF. This mechanism is possible only
with the bonding model because all its interfaces shareaheegrefix. In the weak host model, in fact,
if one interface looses connectivity, it may loose its prédia (due to expiration or turned off IF). In this
case the weak host model does not hold anymore since thedesspackets with a destination prefix that
does not belong to any of its interfaces and thus discardgableet.

A.2 Weak host model

The weak host model is set by default in the IP stack in Lin&rnels both for IPv4 and IPv6. This
model allows hosts to receive packets from any interfacaraasfthe packets’ destination is a valid address
for one of the host’s interfaces.

For locally generated traffic the applications choose thgang interface and the source address by
inspecting the main routing table. The route that leadseal#stination gives an indication of the interface
that must be selected and its address is specified as sodmessih the packet header. There are a number
of limitations with current source address selection left@f scope in this paper since we are interested
in studying flow mobility procedures and their performance.

The main logic running in the MN is the “Packet Reflector”. Waka use of an example to explain
its behavior. Let's assume the MN has started a communicatith a CN through one IF. When the MN
attaches a second interface to another MAG, the LMA detéetsthe MN is multi-homing capable. The
LMA will then send a PBA advertising a new prefix and the holsif'¢P previously configured. The LMA
may then decide to move the communication towards the new MA&h is now able to route for both
prefixes. After moving the flow we will observe that the dowklistream is received by the second IF,
while the uplink stream is sent through the formerly confggli-. The "Packet reflector” module avoids
this mismatch by running two separate engines.

The first engine collects all the incoming packets and diassthem into separate flows using the
flow 6-tuple matching criteria. All the incoming flows are 1d in a table and are associated with a
receiver interface ID field and with a unique flow identifieddieThis engine also sets a "fwmark-type”
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rule indicating that the packets marked with a specific flonmist be transmitted through the interface
associated to that flow.

The second engine collects all the outgoing packets anckshveleether they belong to a known flow.
If the lookup succeeds, the packets will be marked with theespondent flow ID, and thus they are
transmitted to the proper interface according to the ruidstore.

Therefore, in the use case described above, we force thekwgid downlink streams for a given flow
to use the same path. If the LMA moves the flow again, the refletttects that an already stored flow
has changed incoming interface and thus upgrades the floweith the new IF and changes the rule for
outbound sending.

It should be noted that theet f i | t er _queue tool provides a method to pass packets from kernel-
space to user-space applications. It reads packets fromtieutsr data structure nameéd-QUEUE that
is filled usingi pt abl es and makes them available to user manipulation. In the refleet create two
NFQUEUES, the first one hooks in tHeNPUT chain and the second in ti’&JTPUT chain, which, with clear
meaning of the names, collect packets respectively adebtdesand sent by the host. We fill the queues by
invokingi p6t abl es -t mangle -a I NPUT (QUTPUT) -j NFQUEUE - - queue-num n.Each
engine works on its correspondent queue.

A.3 Bonding model

The Linux bonding module creates a virtual interfaberfd0, bond1, ...) that groups several physical
network interfaces (called "slaves”) into one network deviln the standard activation mode, the virtual
interface configures its MAC and link local address from thst #nslaved device and these parameters
will then be shared by all the other enslaved interfaces bgt#tuting their own parameters. The bonding
interface will then configure a valid IP address. This pracecreates a set of cloned interfaces, all having
the same MAC and IP address without conflicts with each other.

From the receiving point of view, this mechanism providdgedént physical accesses to the host with
the same IP and MAC address, while, from the sending poiniesf,\different policies are pre-defined to
choose the transmitting interface. Since these policiasodmneet the requested constraint of dynamically
choose the transmitting media, an extension to the modyieidded, with which a slave can be chosen
according to the source port number.
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Unlike the packet reflector's automatic response, the feterselection is executed by an external
trigger . The module stores the flows distinguishing uponpibes and the slave interface used while a
user-space application reads and modifies this table bgatidg the new interface to use.



