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Abstract

In this paper we propose a novel routing algorithm for 802haded wireless
mesh networks calleBnergy and Throughput-aware Routing (ETR). The design
objectives of ETR are) to provide flows with throughput guarantees, aijdo
minimize the overall energy consumption in the mesh netwdokachieve these
objectives, we first analyze the throughput performance oftte mesh network.
Based on this analysis, we target obtaining the set of feadéallocations in the
wireless network, i.e., thecapacity region, which results in a set of complex
non-linear equations that are not adequate for optimizatia algorithms. To
overcome this computational complexity we derive a set oftiear constraints
(referred to aslinearized capacity regions) which provides a much simpler for-
mulation at a slightly reduced accuracy.By feeding these linear constraints into
aninteger programming formulation, we then propose a routing algorithm that ad-
mits as many flows as possible while satisfying their thrquuglguarantees. This
algorithm is further extended to account for energy consittens by devising a
routing algorithm that uses as few nodes as possible, whiclvaswitching off
the unused nodes and thus save energy. The proposed appdachoughly
evaluated and shown to outperform previous approachessudrstantially both
in terms of throughput and energy consumption.

Keywords: 802.11, Capacity Region, Energy Efficiency

*Corresponding author
Email addresses: aol i va@'t . uc3m es (Antonio de la Oliva)banchs@t . uc3m es
(Albert Banchs)pabl o@t . uc3m es (Pablo Serrano)

Preprint submitted to Computer Communications August 25, 2011



1. Introduction

In the last few years, mesh networking has emerged as a destief and
efficient solution for realizing backhaul networks to pra&imobile users with
potentially high quality services. The multihop wirelesstwork architecture of
mesh networks enables them to efficiently cover large are®w requiring
many interconnections into a wired infrastructure. Fumtinegre, mesh networks
are dynamically self-organized and self-configured, whitimately results in re-
duced up-front cost and lower network maintenance costhéoperator. Along
these lines, many major operators have already consideiretess mesh net-
works (WMNSs) as a technology for their wireless Cities titres [1].

A critical concern for operators is to provide their useriwgervice guaran-
tees, which imposes some constraints on the performande ahésh backhaul.
Providing service guarantees to mobile devices, whileguuésg flexibility and
cost efficiency, is a great challenge not supported by cutemmnology, due to
wireless mesh inherent limitations.

Another chief concern for operators is energy consumptimbeed, nowadays
it is a widespread goal to reduce the energy consumed bytalecnication net-
works, with initiatives such a&reen Touch? that aim at reducing the energy con-
sumption in networks by a factor of 1000. In addition to eomimental reasons,
the electricity bill is a major driver that pushes operatoigards energy savings.
Along these lines, it is highly desirable to minimize the rgryeconsumed by op-
erators’ backhaul networks and in particular mesh-basekiaails. Despite this,
the development of energy efficient mesh networks has redew®iatively little
attention to date.

Following the above, we propose a novel routing solution fo802.11 based-
WMNSs to provide flows with throughput guarantees while optimizing the en-
ergy consumption. The proposed routing algorithm targets anetwork owned
by an operator and relies on a centralized entity implementng resource allo-
cation and admission control mechanisms. It builds on a linerized model of
the capacity region of IEEE 802.11 DCF, which provides an acgate model
of the set of feasible allocations at a low computational flekility, thus sup-
porting the execution of optimization algorithms in a timely manner.

1The work presented in this paper has been partially fundeddZARMEN (CARrier grade
MEsh Networks) EU project, which involves major europearrapors. For more information,
seehtt p: //ww. i ct - carmen. eu/ .

’htt p: / / ww. gr eent ouch. or g/



The key contributions of this paper are:

e We propose a hovel way to represent the capacity region dfa seations
sharing the wireless medium, which we refer tdiasarized capacity re-
gion, and compute the corresponding parameters that definestiicnrfor
the case of 802.11. The linearized capacity region is ddwisth the aim
of aiding the design of optimal and efficient networking altjons.

e Based on the information provided by theearized capacity region, we
design a novel optimal routing algorithm for wireless meshworks that
admits as many users as possible to the network while prayitiem with
the desired throughput guarantees.

e We design an extension to our routing algorithm that, in toldito pro-
viding throughput guarantees, minimizes the total eneansumed by the
mesh network. This is achieved by switching off as many meskers as
possible.

After a thoroughly evaluation of the performance of the hasg approach, by
means of simulations and numerical results, we show thairty@osed algorithm
can route at least twice as much throughput@spared approaches (Shortest
path, ETX and ETT) and, for a given throughput demand, it can save up to 40%
of energy.

The rest of the paper is structured as follows. In Section present the net-
work model and assumptions upon which our work relies. 8eQianalyzes the
throughput performance of a set of 802.11 stations shah@agvireless medium,
it obtains the capacity region from this analysis and theedrizes this region.
This linearized capacity region concept is validated by means simulations
(throughput model) and comparison with the exact analytichmodel for dif-
ferent scenarios Section 4 proposes a routing algorithm that provides tinput
guarantees (based on theearized capacity region) and minimizes energy con-
sumption. The performance of the proposed algorithm isuatatl, both in terms
of throughput and energy, via simulation. Finally, Sectoreviews some related
work and Section 6 closes the paper with some final remarks.

2. Network model

In the following we present the network model upon which oorkis based
as well as the assumptions upon which we rely.
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Figure 1: Link group concept.

Our network model is based on the notiongiok andlink group. We say that
there is dink between two interfaces if these two interfaces operate @isdime
channel and can establish direct communication. We fudbéne alink group
as the set of interfaces (> 2) that operate on the same channel and can directly
communicate with each othenn Fig. 1 we illustrate a WMN with 2ink groups
consisting of @inks each.

In this paper we focus on a scenario where the channels ofiteéess mesh
networks are carefully assigned in order to avoid undesireniferences. This is
typical in planned networks such as e.g. an operator-oweedank where chan-
nels are centrally assigned in a way that overall interfegein the network is
minimized (see e.qg. [2]).

Following the above target scenario, a key assumption opaper is that the
channel assignment algorithm results in the following:

¢ Allthe interfaces that belong to the sahek group are assigned to the same
channel and are in the transmission (and collision) rangaol other.

e The stations that do not belong to the sdimé& group do not cause trans-
mission errors to each other, either because they are asistgrdifferent
non-overlapping channels or because (although using atappéng chan-
nels) they are physically located far enough from each other

Following the above assumption, a transmission from amfaate will be suc-
cessful as long as it does not interfere with any transnmsefothe samdink
group, independently of whether the interfaces that belong terlink groups
transmit or not. As a resultyith our model throughput performance can be ana-

3Note that this concept only considers links that contendfannel access with each other.



lyzed independently at each link group. This is the basis of our throughput analysis
of Section 3.

The above assumption is supported by our experimental wigf&.0ln this
work, we set up a network based on 802.11a and showed thatgsa$athe sep-
aration between channels of different link groups is largeugh, they do not
interfere with each other. Following this, we deployed a Imestwork [4] with
careful channel assignment in order to meet the requiresretated above, and
verified experimentally that these requirements are indaésfied.

In addition to channel assignment, link adaptation teaesgsupport the use
of modulation schemes that prevent external interferenaatise any transmis-
sion error. While in this paper we do not focus on the desigsuch techniques,
we consider that they are being used and take the modulat@mse used by each
interface as input.

Finally, in terms of energy consumption, we use a simplifiextied that con-
siders that devices consume a constant power when switchetlite neglecting
the energy dedicated to individual transmissions. Thisehfudlows the “on-off”
energy profile introduced by Restrepo et al. in [5], which asdd on the mea-
surements by Corliano and Hufschmid in [6]. These measumeshow that the
energy consumed by the transmissions of some typical wsealevices accounts
only for a very small portion of their overall consumptiofhe "on-off” model
is well known in the literature and has been adopted in other wrks such as
[7] or [8]. Following this model, our objective in this paper is to switoff as
many devices as possible in order to minimize the overaliggheonsumed by
the wireless mesh netwdrk

3. Throughput analysis

Following thelink group concept presented above, the throughput of the wire-
less mesh network can be computed by considering each linipgndependently.
In the following we study the throughput performance of & lgnoup:

o We first compute all the feasible throughput combinatiorte@link group,
i.e., the throughputs that each of the links in the link groap have. We

4The proposed energy algorithm aims at maximizing the numberf nodes that can be
switched off while the network is operating under low load, eg. night hours. In contrast,
when the network operates under high loads, i.e., peak-houraffic, all nodes are likely to
be required to serve the incoming traffic (as network dimensining is typically performed
considering the traffic demand at peak hours).
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denote the set of all feasible combinationdimk group capacity region.

e We then linearize the above capacity region, obtainingjitiearized capac-
ity region. The main features of this region arg:it contains a subset of
the feasible throughput combinations, anyit allows checking whether a
given throughput combination is contained in the regionairty means of
a simplelinear equation. As we will see in the next section, these features
are very useful when dealing with optimization problems.

The validation of this model is done by assessing the pediaoa of the re-
sultinglinearized capacity region as compared against tleeact capacity region.
Results show that the linearized capacity region coverd ofdbe exact region,
which means that performance will not be significantly ddgchby employing
the linearized capacity region instead of the exact one.

3.1. Link group capacity region

Let us consider a link group with nodes (i.e., each of these nodes has an
interface that belongs to the link group). Let us denotelthe throughput that
node: receives in this link group. In the following we analyze tle¢ sf possible
throughput combination§ry, o, ..., r,} in the link group. We denote the set of
possible combinations aspacity region and say that a given combination be-
longs to theboundary of the capacity region if we cannot increase the throughput
allocated to any node without decreasing the throughputimiesother node.

Let 7; be the probability that the interface of nodléhat belongs to the link
group transmits at a given slot time. For simplicity, in tllldwing we refer to
this event simply as wansmission of nodei. This transmission will be successful
if and only if no other node of the link group transmits sinankously. Thus,

Ps;, = Ti H (1 - Tj) (1)
JEL\i

wherelL is the set of nodes of the link group.
Similarly, the probability that a slot time is empty or canta collision are
computed according to

pe=[01—-7) (2)
jeEL
pczl_pe_zpsi (3)



Following the above, the throughput of a nada the link group can be com-
puted as

s,
e Ez psiTs,i + chc + peTe (4)

wherel is the length of a packet arid ;, 7. and7, are the average durations of a
successful transmission of nof@n empty slot time and a collision, respectively.

In order to compute;, we need to obtain the’s. For this, we distinguish be-
tween saturated and non-saturated nodes. Saturated medesse whose send-
ing rate is larger than their throughput, and hence always laapacket ready
for transmission. According to [9], the transmission ptabty of these nodes
satisfies the following condition:

2
T = pr— .
L+ W pe W 370 (2pe)

()

whereWW andm are theC'W,,;, and maximum backoff stage parameters, which
are given by the 802.11 standard [10], and is the conditional collision proba-
bility of the node, which is computed according to

pi=1—J] 0-7) (6)

JELN

For the case of non-saturated nodes, throughput is equa sending raté;,
and therefore we can isolate thejifrom Eq. (4), which yields

S Sz(ZZ psiTs,i + chc + peTe)
' lHjEL\i<1 —75)

With the above model, given the input rates of the nodegdiokayroup, we can
compute the correspondings, depending on whether they are saturated or not,
and the corresponding throughpyts, ..., r,}. This terminates our throughput
model. Based on the above throughput model of a link groutiarfollowing we
obtain the capacity region of the link group.

Our computation of the capacity region is based on the ohtenvthat, in the
boundary of the capacity region, one or more stations atgatad, as otherwise
there is at least one station that can increase its throdghitluout decreasing
the throughput of the other stations. Based on this obsenjave compute the
boundary of the capacity region as follows:

(7)




e We divide all the nodes in the link group into two sets, thecdetaturated
nodes and the set of non-saturated nodes, and considersalbjsosets of
saturated stations.

e Ther; of the saturated nodes is given by Eq. (5). Since all nonrated
nodes will surely have a smallef, we sweep across the of the other
nodes in the rang@), 7..;), wherer,,; is ther; of the saturated nodes

Each of the steps of the above iteration provides a boundattyet capacity
region, and any point inside this boundary belongs to thecapregion. This
terminates the analysis of the exact capacity region. Thtomeance of this
analysis is validated against simulations in Section 3.3.1

3.2. Linearized capacity region

Obtaining the capacity region as described above is compkext requires
solving a non-linear system of equations ontfge This way, determining wether
a given throughput allocatiofi:, ..., r’} is feasible in a certain link group is
computationally expensive. Therefore, the above anatysisot be used to solve
optimization problems that need a simple way to determinethdr a given allo-
cation is feasible or not.

In order to overcome this limitation, we propose the follog/linear equation
to model the capacity region of the link group,

Z’LUZ'TZ' <C (8)

i€l

wherew; is the weight of nodeé andC' is the capacity of the link groupAs will
be shown later on this section, the weights determine the sef throughputs
allowed by the linearized capacity region. The computatiorof the weight val-
ues to optimize the linearize capacity is one of the key contyutions of this
paper. Thislinearized capacity region allows determining whether a given allo-
cation{ry,...,r,} is feasible or not by computing a simgi@ear equation. As
we will see in the next section, this feature enables the Usiicient optimization
techniques such dmear programming or integer programming.

5The computation of the 7 for all nodes is a complex operation that requires solving a
multi-variable non-linear equations system. In order to sdve this, a numeric method must
be applied, which in our case is based on the trust-region déeg method [11].



The rest of this section is devoted to the computation of Hrampeters that de-
fine the linear capacity region (i.ev; andC’). While computing these parameters,
we aim at the following objectives:

e The linearized capacity region must be entirely containégtiwthe exact
capacity region. This guarantees that any throughputatilmc inside the
linearized capacity region is actually feasible.

e The linearized capacity region should cover the exact cgpesgion as
much as possible. The reason is that we would like to avoicktigaven de-
sired allocation{r, ..., r,} that is feasible according to the exact capacity
region is not contained inside the linearized capacityaregi

Fig. 2 illustrates that there are several degrees of freedben computing
the capacity region, as we can choose different slopes éogdlch dimension (the
figure shows three different options;b andc). In this paper, in order to cover the
exact capacity region as much as possible, we choose thesstdithe capacity
region such that, when crossing each axis, the values ofxte and linearized
capacity regions are proportional (this corresponds t@gt®nb in Fig. 2):

Ww; Rj

o~ R 9)
whereR; is the throughput of nodewhen crossing axis(i.e., when the through-
put of all nodes but are zero).

Without loss of generality, we take; = 1, which allows us to compute the
values of the remaining weights; following Eq. (9). The pending challenge is
the computation of the link group capacity, to find it, we look for the point
where the following function takes a minimum

Z w;T; (10)

where ther;’s are the throughput values in the boundary of the exactaigpa
regior?.

SNote that a given throughput combination belongs to the boudary of the capacity region
if we cannot increase the throughput allocated to any node whout decreasing the through-
put of some other node.



Figure 2: Linearized capacity region.

Note that, with the above, the boundaries of the exact chpaagion satisfy

> wiri > C (11)
i€l
and hence any point inside the linearized capacity regignasanteed to be con-
tained in the exact capacity region.

To find the minimum of the function of Eq. (10), we perform arsbeover all
ther;’s with the following constraint. Since we are at the bouydsithe capacity
region, the node with the highest throughput will be satdaand hence its has
to satisfy Eq. (5). Without loss of generality, we denotertbee with the highest
throughput as node 1.

To find the minimum of the functiod , w;r; with the above constraint on,
we apply the Lagrange multiplier as follows:

L(TZ’, )\) = Zwm — )\ (Tl — Tl(po,l)) (12)
1€l

wherery (p.1) is the expression of;, as a function op..; as given by Eq. (5).
Taking the partial derivatives and forcing that they arezere obtain

OL 03, wiri N )\07'1(]9071)
0’7’]’ N 0’7’]’ 87‘]-

~ 0 (13)

10



Given that ther;’s are very small, the partial derivative af(p. ;) can be
neglected
87'1(]%,1) ~ 1

R R 14
or;j W 0 (14)
which yields
OL 0> wr;
= JLi v 15
87‘]- 87']' 0 ( )

If we neglect the time wasted on idle slots when only oneatat transmit-
ting, the throughput®; are approximately inversely proportional to the durations
of successful transmissiofis;. Combining this with Egs. (4) and (9) leads to

il = S 16
i i Ts,l Zz psiTs,i + chc + peTe ( )

If we take the partial derivative of the above equation arglea all the terms
on 7; of order 2 or above in the numerator (which gives a good appration
considering that; < 1), we obtain

8ZZ W;T; o Te TSJ -+ 2Ts,j7-j -2 Zk Ts,ka

= =0 17
87—3’ Ts,l (Zz psiTs,i + chc + peTe)2 ( )
From operating in the above equation,

=Y -t (18)

! 2

k
which yields

T, =Tk Vi, k (29)

We conclude that the functiop’, w;r; takes a local maximum or minimum
when allr;'s take the same value. Based on this, we proceed as follosgsipute
the link group capacity”. First, we compute the value of the functidn, w;r;
when all nodes are saturated (note that they have the samehis case). We
denote the value that the function takes at this poinkby

SinceR could be a local maximum or minimum (see Fig. 3), the minimdm o
the function could be located at one of the extremes of themegpnsidered, in
particular at one of the axes. Note that at a given axisode; will be allocated

11



Figure 3: Local maximum and minimum.

a throughput; and the other nodes will be allocated no throughput. Theth wi
our setting of thew;’s,

Zwm = U)jRj == &RJ = Rl (20)
i e
Therefore, the function} , w;r; takes the same valué() at any edge. Note
that R, is the throughput that node 1 receives when the other nod#sedink
group do no transmit, and can be easily computed followiegtievious through-
put analysis.
Based on the above, we computes the minimum betweeR; and R:

C = min(Ry, R) (21)

With the above, we have obtained the weightsand the link group capacity
C, which terminates the computation of thieearized capacity region.

3.3. Performance evaluation

In this section we first validate the accuracy of the throughpodel presented
above, and then assess the efficiency of the linearized itapaadel. In order to
evaluate the accuracy of the throughput model, we compare thanalytical re-
sults obtained of applying the mathematical model explaing in section 3.1 to
simulation based results. On the other hand, the assessmaeuitthe efficiency
of the linearized capacity model is performed completely aalytically.

The simulator toouised for the model validationis an event driven simulator
based on OMNET+4that closely follows the details of the 802.11 protocol. In

"ht t p: / / ww. omrmet pp. or g/
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Scenario R, (Mbps)

Nsat Nnonsat C(sat Cnonsat Rnonsat Ana. Slm
11 11 0.5 6.48| 6.49

11 11 1.0| 6.04| 6.05

11 11 2.0| 5.15| 5.16

1 1 11 5.5 20| 3.77| 3.78
11 1 0.5 2.98| 3.01

1 11 0.5 0.83| 0.83

1 1 0.25| 0.65| 0.66

5 5 11 11 0.5 6.36| 6.36
11 11 1.0| 5.36| 5.36

4 4 11 11 0.5 5.17| 5.18

Table 1: Validation of the throughput model: Experiment |

our simulations, we assume the use of@802.11b/gohysical layer and 1500 bytes
frames.

3.3.1. Model validation

We performed several experiments in order to validate theutfhput model
presented above. To this aim, we considered different bgésreous scenarios
and compared the results obtained from simulation aganustet computed us-
ing the analytical modelTwo experiments were performed, which results are
presented in Table 1 and 2. The first experiment correspondsotdifferent sce-
narios were several stations share the same channel, withfféirent through-
put requirements. To generate the different scenarios, we varied the number of
saturated and non-saturated nodes (denoted Mithand V,,,,.s.:, respectively),
the corresponding modulation ratés,{; andC,,.,...:), and the input rate gener-
ated by the non-saturated statiog ). We assessed the accuracy of the model
by computing the throughput obtained by the saturatedosigati?,,;) using the
model (Ana.) and using simulations (Sim.). The results aesgnted in Table 1,
where each simulation value corresponds to the averagesifrilfation rung.

The second experiment corresponds to the same scenario usedsection
3.3.3 to validate the linearized capacity region. In this eperiment (more
detailed in section 3.3.3) a set af nodes share a link group. Each node sends

8Note that for each scenario the 95%-confidence intervalsimoivn in the Table, was smaller
than 1% of the average value.
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Scenario N | Simulation| Analytical
(Mbps) | (Mbps)
8 6.80 6.83
Single Rate (11Mbps)y = 0.5 16 6.30 6.1
32 5.10 5.2
8 6.92 6.93
Single Rate (11Mbps) = 0.1 16 6.92 6.93
32 6.92 6.93
8 4.84 4.83
Two Rates { stations{11, 5.5Mbp$), a = 0.5 16 4.22 4.25
32 3.59 3.58
8 6.52 6.53
Multiple Rates ¢ stations{11, 5.5, 2, 1Mbp}), a = 0.1 | 16 6.52 6.52
32 6.52 6.52
8 30.21 30.88
Multiple Rates § stations{54, 36, 24, 18Mbpp), o = 0.1 | 16 30.21 30.87
32 30.21 30.87
8 15.98 15.99
Multiple Rates ¢ stations{54, 36, 24, 18Mbpp), & = 0.5 | 16 13.43 13.41
32 10.67 10.68

Table 2: Validation of the throughput model: Experiment Il
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one flow to one of its neighbors forming a chain topology. Theate of each
flow varies following the formula:
Tit1 Q

= (22)

T; l—«

where « is a variable parameter that we use to set different throughpt dis-
tributions (a = 0.5 corresponds to equally distributing throughput among all
flows, while smaller values ofv yield to uneven distributions). The compari-
son between the analytical model results and the simulatorra presented in
Table 2.

The results of both experiments, show that the numericalegsabbtained fol-
low very closely those resulting from the simulations. ledgfor all the consid-
ered scenarios, the difference between the analytical iamaation results falls
below 1%. We conclude from these results that the analytncadel upon which
our work is based is very accurate.

3.3.2. Linearized capacity region - Two Nodes

We next validate the accuracy of the linearized capacitjoregTo this aim,
we numerically compute the set of feasible throughputs raieg to the exact
capacity region computed in Section 3.1 and compare it agtie set of feasible
throughputs resulting from the linearized capacity regibtained in Section 3.2.

We first consider a scenario consisting of an 802.11b WLANre/lhwo nodes
share the same link group, and then compare the resultiragitgpegion for four
different cases, depending on the modulation scheme tohtreade is using. In
the first case both stations use a fixed modulation rate of 1dsiMihich results
in the capacity region depicted in Fig. 4, where the exachciépregion is plotted
with a continuous line and the linearized one with a dashezl Me observe that
the linearized capacity region covers most of the area oéxhet capacity region,
which confirms the efficiency of the proposed linearization.

Figs. 5, 6 and 7 show the exact capacity regions for the faigwnodulation
rates: {5.5Mbps, 11 Mbps}, {1Mbps, 11 Mbps} and{1Mbps, 1Mbps}, respec-
tively. We observe that, for all these cases, the linearizgrhcity region follows
the exact one very closely, which confirms the efficiency efiloposed approach
also for the case of heterogeneous modulation rates.

Finally, to complete the validation of the linearized capaity region for
two stations, we computed the difference between the area\eered by the
exact capacity region and the area covered by the linearizedapacity region
(see color filled part on Fig. 8). This difference was computkfor different

15
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Figure 4: Two nodes, homogeneous rates, 11 Mbps.

5
léxact capzu‘:ity region‘
Linearized capacity region -~
4 [ 4
2z 37 ]
j=5
£
2
ol |
1 [ 4
0 : I . , ) )
0 1 2 3 4 5 6 5

R, (Mbps)

Figure 5: Two nodes, heterogeneous rates, 5.5 and 11 Mbps.
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Figure 6: Two nodes, heterogeneous rates, 1 and 11 Mbps.
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Figure 7: Two nodes, homogeneous rates, 1 Mbps.
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c,

» R
C, 2

Figure 8: Difference between the areas covered by the dgpagion and its linearization

IEEE 802.11b IEEE 802.11¢g
Ry (Mbps) | Ry(Mbps) | Difference (%)| R,(Mbps) | Ry(Mbps) | Difference (%)

11 11 5.7 54 54 2.57

11 5.5 2.85 54 36 0.61

11 1 3.41 54 18 2.12
5.5 5.5 2.28 36 36 0.53
5.5 1 3.53 36 18 2.12

1 1 1.7 18 18 1.53

Table 3: Percentage of area not covered by the linearizeatitgwegion

combinations of 802.11b and 802.11g transmission rates,dhesults are pre-
sented in Table 3. The conclusions obtained from these regsliconfirm the
previous assumption, the area covered by both, the exact arttie linearized
capacity regions differs in a small percentage (always lowehan a 6% in our

results), even more, this difference decreases as highertes are used.

3.3.3. Linearized capacity region - Multiple Nodes
All the above experiments validate our scheme for the caselwfk group
with two nodes. In order to assess the impact of larger limkigs, we evaluated
a scenario consisting of a link group withnodes, where each nodesent a
throughput-; as follows:

Tit+1
l-—«a

T

(23)

whereq is a variable parameter that we use to set different throuigthistribu-
tions (@ = 0.5 corresponds to equally distributing throughput among aW§,




Exact Capacity a=0.1 ——
Exact Capacity a=0.2 - q
Exact Capacity a=0.3
Exact Capacity 0=0.4 ----- 1
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T

(= e

Y ; 1; (Mbps)
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Number of Nodes (n)

Figure 9: Multiple nodes, single rate.

while smaller values o yield to uneven distributions).
Given this scenario, we considered three different cassscdban the modula-
tion rate used by nodes:

e The “single rate” scenario, where all nodes have a modulagite of 11 Mbps.

e The “two rates” scenario, where half of the nodes transmiatmodulation
rate of 11 Mbps and the other half at 5.5 Mbps.

e The “multiple rates” scenario, where one fourth of the noassmit at a
modulation rate of 11 Mbps, 5.5 Mbps, 2 Mbps and 1 Mbps, rdspedyg.

For each of these scenarios and a varying number of negde® first com-
pute the linearized capacity region. Then, for differerluga of the parameter
«, we compared maximum of the sum of throughpugts:() of all the feasible
allocations as given by the exact capacity model againsbtieeprovided by the
linearized capacity region. The resulting values for eddhethree scenarios are
depicted in Figs. 9, 10 and 11, respectively.

Note that in the single rate scenario the maximum achievitrighput as
given by the linearized capacity does not depend cand therefore in Fig. 9 there
is only one line drawn for the linearized capacity, which lgggpto all « values.
On the other hand, for the cases with heterogeneous raigs. (Fd and 11) the
maximum achievable throughput does depend on the valueeaf fharameter,
decreasing as more throughput is given to those nodes witarlonodulation
rates.
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Figure 11: Multiple nodes, four rates.
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The main conclusion that we draw from the above results istt@number
of nodes has a fairly small impact on the linearized capaeityon. Indeed, for
all scenarios the difference between the exact and therizeehcapacity does
not change noticeably with the number of flows. These reshitav that the
conclusions given above for two nodes also hold for multijgdes.

4. Routing algorithm

The key objective of the proposed linearized capacity megdo aid the de-
sign of efficient algorithms to optimize network performandn particular, the
proposed model allows to easily determine if a given thrguglallocation is
feasible, and therefore it supports the design of efficigtintization algorithms
based on this ability.

In this section we present a routing algorithm for mesh nete/calledEn-
ergy and Throughput-aware Routing (ETR). The scheme relies on the proposed
linearized capacity region to provide throughput guarantees. It is important to
note that the routing algorithm is only an example to showgbtential of the
proposed concept. Indeed, the linearized capacity regaonbe used to solve
other optimization problems such as, e.g., network plapointraffic engineer-
ing.

In the following we first present the basic routing algorittutich only takes
into account throughput considerations, and then we extemdlgorithm to ac-
count for energy consumption as well.

4.1. Basic Routing Algorithm

The basic version of our routing algorithm aims at admitasgnany flows as
possible while satisfying their throughput requiremenere specifically, given
a scenario defined by:

e A mesh network consisting of a set link groups with the cqroesling lin-
earized capacity regions as computed in the previous sectio

e A set of gateways, which provide connectivity to the Intérne

e A set of flow demands, each floioriginating at source node and with a
throughput requirement.

We want to find a route for each flow to any of the gateways of teelhnmetwork
such that the throughput requirements of all flows are metthachumber of
admitted flows is maximized.
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It can be easily seen that the above routing probledHghard. Indeed, the
problem can be viewed as a generalization of the well knsvwwgle-source dis-
joint paths problem: this is a particular version of our routing problanwhich
all flows originate at the same source node, all link groupssisb of two nodes
and the flow requests are equal to the link group capacitiéth tis setting, our
routing problem will try to find disjoint paths towards eadteway which is pre-
cisely what thesingle-source digjoint paths problem does. Since trsangle-source
disjoint paths problemis known to beNP-hard, so is our problem. In the follow-
ing, we present an integer programming)(formulation of our problem which
we then solve by applying standard techniques.

ThelP formulation of our problem is defined as follows. Letbe 1 if flow1
is routed and O otherwise. Furthermore,ygtbe 1 if the path chosen for flow
traverses link and 0 otherwise, where (following the terminology introddan
Section 2) withlink we refer to a pair of directly connected nodes. Given these
variables, we want to find the allocation that satisfies

maXin (24)
subject to
ri=Y yi, Vi (25)
l€s;

Z Yig = Z Yii, VN (26)

lEN;p, lENout
Zwl Zyz,m <C,VL (27)

leL i€l

x; €{0,1}, Vi (28)
v € {0,1}, Vi, (29)

The above problem formulation aims at maximizing the nundferouted
flows (3, x;), subject to the following constraints.

e EqQ. (25) imposes that in case flaws routed,there is one outgoing link
from the source node of flow i §;) for whichy; ; = 1, while the other, ;'s
are zero.

e Eq. (26) imposes the flow conservation constraints, by gueeéng that the
sum of incoming flows to a node equals the sum of outgoing fldMesde-
note the set of incoming and outgoing links with, andV,,,;, respectively.
Note that this equation applies to all nodes but sources atehvgys.
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e EqQ. (27) imposes the capacity constraints for each linkgoas given by
our linearized capacity model. In particular, this equailmposes that the
sum of the aggregated rates for each link, with the corredipgrweightw;,
cannot exceed the link group capadity

e Finally, Egs. (28) and (29) impose that flows cannot be spitiag different
path$.

The above IP problem can be solvdy using standard relaxation techniques
which first find a solution of the corresponding linear pragnaing (LP) problem,
in which the variables; andy;, can take non-integer values, and then find an
approximate solution to the IP problem by rounding theseat#es to integer
values.In particular, the technique that we have used in this paper $ the one
implemented on the GNU Linear Programming Kit (GLPK) and is based
on a Branch and Bound method. More information of the actual dgorithm
implemented can be found in [14].

By applying the above method, we obtain an approximatiorh&dptimal
routing strategy that provides throughput guarantees.itoaa@lly, note that the
proposed algorithm also implements tmission control functionality; indeed,
when the algorithm does not find a route for all requestsnti@ans they all cannot
be accommodated and therefore a policy decision has to be (eayd, the request
that triggered the algorithm must be rejected).

4.2. Energy-aware Extension

In the following we extend the routing algorithm proposecdhe previous
section which, in addition to throughput considerationsysaat minimizing the
energy consumption of the wireless mesh network. Followimgdiscussion of
Section 2, we minimize energy consumption by using as fewea@s possible
to satisfy the throughput demands, while the remainingamsuare switched off
and thus do not consume energy. As a first step towards degiguir energy-

9Although there is some ongoing research work on techniquesat allows splitting of
the flows within the mesh network into different paths (such & the work being performed
at the IETF Multipath TCP WG[12, 13]), these techniques havenot yet been deployed in
practical scenarios and a number of questions remain on theperformance. Following this,
we assume in this paper that flows are unsplittable, therefa the propped solution can be
directly applied to current networks without extra functio nality to support multipath.

10Gijven the problem is NP, herein with "solve” we refer to find an approximation to the
solution.
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Figure 12: Virtual node algorithm representation

aware routing algorithm, we start by answering the follggvquestion: can the
throughput demands of all the flows be satisfied whitd the routers are switched
off? To answer this question, we formulate the followingegdion to the IP

problem of the previous section, illustrated in Fig. 12:

e We introduce two virtual nodes in the network, namely, theudl Source
node and the Virtual Destination node.

e \We create one link between the Virtual Source node and eadé imothe
mesh network, and another link between each node and theWiestina-
tion node.

e The capacity of all virtual links is set equal 9, C,...., Wheren,, .. is the
maximum number of interfaces that a network node has,@nd is the
largest link group capacity.

e We introducek virtual flows that are originated at one of the virtual nodes
(the virtual source node) and terminate at the other (tHealidestination
node).

e The throughput requirement of each virtual flow is set Q. C,.q..
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e We introduce a new constraint on each node of the mesh, whiitttat the
aggregated throughput that traverses a node cannot exgeed, ...

With the above, we have that each of the nodes in the netwaorkitiaer route
a virtual flow, which consumes its entire capacity and do¢$eave any resources
for the normal flows, or route just normal flows. Therefores tiodes that route
virtual flows are not used for the normal flows and can be swdabff. Note that
the capacity of a node(,..C....) has been chosen such that a node that is not
routing a virtual flow has enough capacity for all its norma.

Since we have a total df virtual flows, if the problem can be solved and all
flows can be routed, then we have found a routing solutionkbapsk of the
routers inactive, which answers the above question. Incogat, the IP formula-
tion of the new problem is as follows (whetg, y;, andr; account both for the
normal flows and links and the virtual ones):

max "z, (30)
subject to
l€s;
Z Yig = Z Yii, VN (32)
lEN;, lENout
Zwl Zyi,m <C,VL (33)
leL i€l
Z Yi il < nmamCmam7 VN (34)
lEN;p,
x; € {0, 1}, Vi (35)
v € {0, 1}, Vi, (36)

With the above, we have answered the question whether tbaghput de-
mands can be satisfied withof the nodes inactive. Based on this, we apply
the following iterative algorithm in order to find the solui that leaves as many
routers as possible switched off:

e We start with no inactive routers (= 0) and see whether (by solving the
above IP problem) the throughput demands can be satisfied.
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e We next set = 1 and solve the IP problem with this setting. If we can find
a solution, this means that all flows can be routed while $wnitg off one
of the nodes.

e Then, we increasé by one unit and see whether the throughput demands
can be satisfied with one additional node switched off.

e We proceed with the iteration ok until the demands can no longer be
satisfied, which provides us with the maximum number of nsutieat can
be switched off as well as the corresponding routing safutio

The above terminates the design of &nergy and Throughput-aware Routing
(ETR) algorithm which minimizes the energy consumptionhia hetwork while
satisfying the desired throughput guarantees. Note tkatltforithm only requires
as many executions of the IP problem solver as nodes can behsgioff. Hence,
as long as the original IP problem can be solwgtthin a timeframe of minutes
(which is the case with the technique we are using), the ctatipnal complexity
of the proposed algorithm will be affordab{as explained in section 4.1, the
algorithm used is the Branch and Bound implementation of GLR, an study
of the complexity of this algorithm can be found in [15])

The performance of the ETR algorithm is evaluated in Secfidnin terms
of throughput and energy, and it is compared against otheingpalgorithms for
mesh networks.

4.3. Protocol Operation

The proposed ETR approach relies on two algorithms, onectiraputes the
link group parameters, described in Section 3, and thengulgorithm itself,
which has been explained abdteThese algorithms are executed in two steps.
In the following we describe the steps of our protocol operatthe network in-
stances that execute each of the steps as well as the infomsanhveyed between
these different instances. This is illustrated in Fig. 13.

The first step of the protocol operation is the computatiotheflink group
parameters. This computation is performed at each linkgsmparately, by a

INote that the above algorithm is designed as an applicationxample of the linearized
capacity region model. As such, it is an off-line algorithm hat requires the knowledge of
all input flows to the network in order to optimize it. Nevertheless, the same concept and
usage of the linearized capacity region can be applied to oline algorithms such as the ones
described in [16]
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Figure 13: Protocol operation.

centralized entity in the link group which we denotelbnk group manager. The
link group manager needs to retrieve the modulation schémesed by the dif-
ferent nodes in the link group, and with this input it exesutige algorithm of
Section 3 in order to compute the parameterandC of the link group.

The second step of the protocol operation is the executigimeofouting algo-
rithm itself. This algorithm is executed at a centralizeckloon of the mesh net-
work which we call theCentralized Server. This Centralized Server retrieves the
parametersy; andC' of all the link groups in the mesh network. Also, it receives
the requests of the different flows with the correspondimgubhput guarantees.
Based on these data, it executes the routing algorithm ibesicabove in order
to decide whether the issued requests can be admitted ondpirethe affirma-
tive case, the resulting routing. Once the routing decsimewve been taken, the
Centralized Server configures the computed routes in tiveonlet

We argue that the above centralized architecture fits nittedyfocus of this
paper on an operator-owned netwrkindeed, network operators typically prefer
to rely on centralized control to manage their networks. ifddally, the expected
size of a mesh network will typically be limité and hence centralized control
does not raise any scalability issues.

12\We note, however, that the proposed protocol does not rariigsseed to be implemented by
a centralized architecture and could also rely on a digeitbuouting protocol such as OSPF [17]
which spreads the complete view of the network to all the spdéich could then execute our
ETR algorithm.

3In the case of large mesh deployments (e.g. more than 100 n&gthe network can be
partitioned in routing areas, and then the algorithm can be gplied to each routing area
independently. As long as these areas are composed of enougides and routes, the penalty
incurred by partitioning will be low.

27



4.4. Performance evaluation

In this section we assess the performance of the proposedgbRthm. We
start by evaluating the throughput performance of the élgorin terms of the
amount of traffic that can be admitted into the network, aspamed to traditional
routing algorithms for mesh networks. Then we evaluateriesgy performance
in terms of the number of nodes that can be switched off withfiacting network
performance, under different traffic loads.

In order to conduct a performance evaluation independeaheathosen topol-
ogy, we generated multiple random topologies and evaluagedverage perfor-
mance (and its deviation) among all topologies. To genéhatse random topolo-
gies we used the Hyacinth-Laca t&plwhich has been used in several well-known
works such as [2] and [18]. This tool creates a mesh topolggyabdomly dis-
carding nodes of & x N grid of nodes until the desired size of the network is
reached. In our experiments, we configured node count batd@and 70 nodes
(which yields a mean of 55 nodes) spread over an area of 400¢ifare meters.

Once atopology is available, before performing a routingeexnent we need
to assign the channels used by each interface. For this geyp@ used a channel
assignment policy that follows a Common Channel Set (CCS8jiguaration [19,
20, 21]. In order to calculate the modulation rate at whictheaode is able to
communicate with its neighbors, we further used the cur¥élsroughput versus
distance given in [22].

The results shown on the next section are obtained using 128railation
runs. For each run, we randomly select a topology from a set 085 pre-
computed random topologies. Each topology consists of a settlink groups,
which are obtained by assigning the same channel to a set of des that are
in a transmission range of each other. In average, each topadly has 92 link
groups, with values ranging between 52 and 164. Link groupsra composed
of 4 nodes in average, with a minimum size of 2 and a maximum sgzof 6.
Given a topology, gateway and source nodes are randomly seted based on
percentages specified by simulation scenario. All flows gerage 100 kbps
CBR?* traffic. All sources start transmitting at the same time.

Ypavailable atht t p: / / ww. ecsl . ¢s. sunysb. edu/ mul ti channel /
15For this work we have chosen CBR traffic although the mode alsrks for other traffic
processes as long as they are stationary [23].
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4.4.1. Throughput performance

We evaluated routing performance for a varying number of gatways
(10% and 25% of the nodes) and a varying density of source node(25%
and 50% of the nodes). This yields to configurations with a mirmum of 8
source nodes, a maximum of 31 and 16 in average, while for these of gate-
way nodes their minimum is 4, their maximum is 17 and their aveage is 9.
The metric used to evaluate routing performance is the maximmm amount of
traffic that can be admitted to the network while providing all flows with the
requested throughput. As described above, for each experiemt we provide
the average amount of traffic that can be admitted into the netvork while sat-
isfying all throughput requests, and its confidence intervés over a set of 128
simulations, with each simulation randomly selecting onefdhe 35 topologies.

The metric that we used to evaluate the routing performastieel maximum
amount of traffic that can be admitted to the network whilevitimg all flows
with the same throughptt For each experiment we generated a set of 35 random
topologies, and we provide the average throughput perfoceand confidence
intervals over the throughput resulting frob28 simulations (each simulation
randomly selecting one of the 35 topologies).

In order to show the performance improvement resulting ftbenproposed
scheme (ETR), we compared it with well-known routing apphes for mesh
networks, namely the Expected Transmission Count (ETX), [ Expected
Transmission Time (ETT) [24] and Shortest Path (ShP). Thaltgare given in
Figs. 14 and 15 for the case of 10% and 25% gateway nodescteshe

From these results, we observe that independent of thetdenhgateways and
sources, our proposal drastically outperforms the othpragehes. In particular,
while ETX, ETT and ShP provide performance numbers withan shme order
of magnitude, ETR admits more than twice the throughput #rgnof the other
alternatives. This performance improvement of our propcaa be explained by
the following two arguments:

e ETT and ETX are, like ShP, additive metrics, and as a resudtla gonsist-
ing of a few rather congested links may be preferred over gdoand less
congested path, which harms throughput performance.

®Note that the value of this metric corresponds to the point wiere the first flow demand
that cannot admitted appears. Before reaching this point, A demands are admitted and
served with the required throughput.

29



Mbps

o5 | 125% Sources
Il 50% Sources
20
15
10
5 ﬁ ‘1n
0
ETR ETT ETX ShP

Figure 14: Routing performance, 10% GW nodes.

50
4 | ]25% Sources
0 Il 50% Sources
30
20
) ﬂ B
. o B
ETR ETT ETX ShP

Figure 15: Routing performance, 25% GW nodes

30



100
95 ETT - 4
90
85
80
75

70 %
65 |
60 |
st - x
50 b :
45

Percentage of nodes switched off (%)

2 4 6 8 10 12 14
Traffic Load (Mbps)

Figure 16: Energy savings vs. ETT, 10 GW/Src nodes

e ETT and ETX do not take into account that the flows that belortge same
wireless link share the same resource; in contrast, ouapfrconsiders
that allocating throughput to one flow harms the other onésarsame link.

We conclude from the above results that our method is effeati optimizing
throughput performance, making an efficient use of the tined capacity region
and clearly outperforming previous approaches.

4.4.2. Energy performance

We next evaluate the performance of ETR in terms of energgwoption. To
this aim, we use the same topology generation procedure@a® é&dee section
4.4) and set the number of source nodes and gateway nodes equal td/d
evaluate the performance of ETR by looking at the number desdhat can be
switched off and comparing it with the other routing stragsg

The comparison of our proposal against ETT, ETX and ShP isgpted in
Figs. 16, 17 and 18, respectively. In particular, these &gwhow the number
of nodes that can be switched off with each of the strategiesfanction of the
load offered to the mesh network. It is important to note thahe graphs only
consider load values that could be served by each of thenguatrategies. The
reason is that it would be unfair to compare ETR against amothuting strategy
when the load offered can only be served by ETR, since we waellcomparing
the two strategies under different loads.

The main results of the above figures can be summarized asv&ll
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Description Time (sec)
Time required to compute maximum number of nodes to shutdown 35
Time required to compute if a numbkof nodes can be shutdown 24

Table 4: Times involved in computing ETR

e ETR outperforms the three routing strategies in terms ofggngavings, as
for all traffic loads it reduces the number of active nodesdharequired to
satisfy the given set of throughput demands.

e Ascompared against ETT and ETX, our proposal leads to sufitanergy
savings. Indeed, these two approaches use on average 40&raides in
the network to support the traffic load, while our approacly saquires
10% of the nodes in order to provide the same service.

e On the other hand, compared against ShP our proposal doessuttt in
very large improvements. The reason is that ShP routingaisesll num-
ber of nodes, which provides a good performance in terms efggn(and
hence cannot be substantially improved by ETR) but (as we s@&n in the
previous section) provides very poor performance in terhtsroughput.

From the above results, we conclude that ETR outperformsqare approaches
very substantially: it outperforms ETT and ETX both in teraofigshroughput and
energy, and although it does not outperform ShP very sigmifig in terms of en-
ergy, it drastically outperforms it in terms of throughpiihese results therefore
validate the performance of the proposed approach.

To end the validation of the ETR metric, Table 4 presents the eeraged
computational time!’ required for the different steps of the algorithm, for the
topologies explained in section 4.4. As explained in seatiat.2, the energy
and routing optimization algorithm is computed in two steps The first step
corresponds to an iterative search algorithm, which iteraes over the number
k of nodes that can be shutdown. The second algorithm involvad the integer
linear programming solver, that returns the routing and nodes that can be
shutdown (and the feasibility of the solution).

The first row of Table 4, represent the average time required lg the al-
gorithm to find out the maximum number of nodes to shutdown fora given

Y"Computed in a standard desktop with a 3.06 GHz Intel Core 2@Dacessor.
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topology and the lowest of the demands. This number is used apper bound
of the search algorithm. The second row corresponds to the avage time
required by each of the iterations of the algorithm, finding if for a certain

demand, it is possible to shutdownk nodes. The search algorithm overk
(number of nodes that can be switch off), takes a time to compte that is lin-
eal with the second row of Table 4. It is important to note thatthis algorithm

can be optimized by the use of well known numeric methods, shicaas golden
search.

5. Related Work

In this work we propose a novel routing algorithm based orctmeputation of
the linearized capacity region of an 802.11 WLAN. While cartipg the capac-
ity region of a wireless network is an important researchlehge in information
theory, our contribution is to the best of our knowledge tihgt fone to propose
an efficient algorithm to compute the linear capacity regidthe 802.11 DCF
mechanism in order to support optimal routing and admissomtrol. Indeed, the
seminal work of Gupta et al. [25], as well as the extensiorf&2@®f27] to account
for geometrical locations and transmission power, and xtensions of [28, 29]
to account for infrastructure support, computed the uppemtds on the maxi-
mum capacity of the network and, as such, cannot be used fmgug routing
algorithm.

In the related literature, there are several works that jointly perform rout-
ing, scheduling and channel assignment in order to improvette performance
of the network. In [30] the authors provide a fast mechanism ¢ infer the
feasibility of a certain end-to-end demand vector in a wireéss mesh network,
providing the joint routing and scheduling solution. They dso provide two
channel assignment algorithms, which allocate channels tinks according
to the traffic demand. In [31], authors evaluate the gain in peformance re-
sulting from a joint optimization of routing and scheduling in a multi-radio,
multi-channel multi-hop network. Although both [30] and [31] are based
on linear programming like our proposal, they do not conside contention,
which represents a major difference with our work. In particular, reference
[31] does not consider any MAC operation at all, while [30] asumes the pres-
ence of a mechanism that allows neglecting channel conteoti.

The impact of multihop, spatial reuse and power control @tctpacity region
is analyzed in [32] through the use of numerical technighggomputing the set
achievable rates for each possible configuration and thiermhg the convex hull
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of the set of rate matrices. Although this work provides gale insights on the
impact of these parameters on the capacity region, it dogsravide an efficient
algorithm for its computation, which challenges its pre&tiuse.

In order to compute the linearized capacity region, we use th concept of
Link Group. The idea behind the Link Group model is similar to the clique
concept defined in graph theory. Given an undirected graph, &lique is de-
fined as a subset of its vertices such that every two vertices the subset are
connected by an edge. In this way, a set of mesh nodes contemgion the same
channel can be modeled as a clique. Previous work in the litature have used
the concept of clique applied to wireless networks, such a83], [34] and [35].
While the concept of clique in those papers is similar to ourihk group con-
cept, they are several key differences and novelties in ourpgroach. First,
[33] targets a different objective. In particular, [33] only provides upper and
lower bounds on performance, while our paper aims at providing throughput
guarantees while maximizing the number of flows admitted tohe network.
Second, [33] does not consider heterogeneous transmissikates, i.e., it as-
sumes that all stations use the same modulation scheme (ndtet in [33],
heterogeneous rates refers to different traffic generatiomates and not differ-
ent modulation coding schemes). Furthermore, in [33] trafft differentiation
is based on the TXOP parameter, not supported by the standar®CF opera-
tion (which is the mechanism we focus on in our paper). Finaj, the capacity
region in [33] is computed assuming a large number of statios, which is sub-
optimal in cliques with a small number of stations. In contrast, our compu-
tation of the capacity region is more accurate since we takento account the
actual number of stations. In [34], authors use the clique cacept to reduce
the complexity of hand-over operations in wireless mesh netorks. More
specifically, the network is partitioned in set of routers (ie., cliques), with one
router being elected as the responsible for all mobility opgations within each
group. Therefore the concept of a clique in [34] is very diffeent from the link
group concept in our paper. Finally in [35] the authors consder a TDMA-
based wireless multi-hop network and target the minimum-legth schedule
of a set of links. This is done through a set of coloring algothms, which
result on minimizing the maximum clique around the gatewayson the con-
flict graph, hence reducing the bottleneck schedules aroundateway nodes.
Therefore, while this concept of a clique is similar to oursijt is used for a very
different purpose.

Concerning routing algorithms for wireless mesh netwotks,first propos-
als were based on algorithms already available for mobHbaxnetworks (e.qg.,
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shortest path); however, given that mesh networks signilicdiffer from MANETS
[36], these are far from providing optimal performance.|&wing this observa-
tion, some previous works have proposed new metrics for masging [20, 24,
37, 36], tailored to IEEE 802.11 WLANSs: ETX [20] is based o thumber of
attempts to send a frame using lowest-modulation probes;[E4] extends it to
account for the physical rate and frame length used; ML [3@ppses to find the
route with the minimum end-to-end loss probability; whil&mX and ENT [36]
extend ETX to account not only for average values but alsstandard devia-
tions. As opposed to these approaches, our proposal faesuiauting as an op-
timization problem and provides an approximate solutiothie problem, which
yields a substantially improved performance as we have stiow Section 3. A
first attempt to use a linear model to optimize the througtgblaication is the
work of [38]. However, the performance of the MAC protocohist taken into
account, and authors assume that the nominal capacityideswith the achiev-
able capacity of the WLAN. Other works such as [39] aim at nlioderouting
strategies as solutions of a constrained optimizationlpmpwhich is related to
our contribution (routing as a multi-commodity flow problebut their focus is
set on wired networks.

Energy optimization is nhowadays drawing significant attenfrom the re-
search community. Although much of the research in this &dacused on
optimizing the MAC and the physical layer (e.qg., [40]), adlvas extending the
routing algorithm metric (e.g., in [41] authors propose & uhe physical dis-
tance), there are some proposals that, like ours, aim atmzimg the energy
consumption by means of smart routing, by switching off thasdes not re-
quired to support the traffic load. In [42] the authors praptwsswitch off nodes
in areas with high density of routers through a randomizgdrithm, therefore
leading to non-optimal solutions. In [43] the authors pregofor the case of a
mobile operator network, to change users’ association deroto switch off as
many base stations as possible. However, they proposedtad heuristics which
results also in non-optimal performance. A similar apphoiagresented in [44];
however, this approach focuses on wired networks and isddbaséeuristics, in
contrast to our proposal which takes into account the caimss resulting from
wireless links and is formulated as an optimization problem

6. Conclusions

In this paper we have proposed a novel routing algorithm fioeless mesh
networks. The proposed algorithm has been specially dé¥senesh networks
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owned by operators akit relies on carefully planned mesh networks that, by do-
ing proper channel assignment, do not suffer from interfeeebetween different
link groups, i) it is based on a centralized algorithm that is executed atra c
tral location and is responsible for the entire routing ia tletwork, andiz) it
has been carefully designed to satisfy operator requiresrierterms of service
guarantees and energy consumption.

The proposed routing algorithm relies on fineearized capacity region con-
cept. This is a linear representation of the capacity regioa link that covers
almost the entire region, hence allowing almost any of thesjde throughput
allocations in the link group. Its linearity is a key featwfethe proposed concept
since relying on linear constraints allows designing edfitioptimization algo-
rithms. In this paper, we present an analysis of the capeaifipn of 802.11 and,
based on this analysis, we obtain the corresponkiimegrized capacity region.

One of the key objectives of the proposed routing algoritethat it provides
users withthroughput guarantees. This is performed by taking into account that
the number of flows admitted at a given link group does not exdke available
resources as given by thimearized capacity region. In particular, the routing
algorithm has been formulated asiateger programming problem that admits as
many flows as possible while meeting this constraint. Thadblam is solved by
using standard relaxation techniques that provide an appation to the optimal
solution at a reasonably low computational complexity.

Another key objective of the proposed algorithm is that ihimizes the over-
all energy consumed by the mesh network. Based on existidel®®n the
energy consumption of a node, that show that the energy oty an ac-
tive node is approximately constant independent of itsstr@asion behavior, our
routing solution aims at switching off as many nodes as ptessiWe implement
this by adding to ouinteger programming formulation of the routing problem
virtual flows and imposing the constraint that routers céimegiroute virtual flows
or normal flows, which allows switching off those routerstti@ute virtual flows
only.

The approaches proposed in this paper have been extensuadlyated via
simulation and compared to previous approaches. The maiciuons drawn
from the conducted performance evaluation study are:

i) The proposed linearized capacity region covers most oftheahcapacity
region of an 802.11 WLAN independent of the modulation rated the
number of flows. This validates the efficiency of the lineedizapacity
region concept.
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i1) The proposed routing strategy outperforms very substanttandardde
facto strategies such as ETT, ETX and shortest path in terms afidgfwmaut.
In particular, with the proposed scheme we improve the amofitraffic
that can be admitted into the network by a factor that ranges £ to 4.

i1i) For a given level of traffic in the network, the proposed nogtalgorithm
reduces energy consumption very significantly as comparpdelvious ap-

proaches. In particular, the proposed scheme can provitggravings of
up to 40%.
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