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Abstract

In this paper, we first present an analytical model to study the distribution of the backoff delay in an 802.11 DCF WLAN under saturation

conditions. We show that, with our method, the probability that the backoff delay is below a given threshold can be computed accurately and

efficiently. Then, we extend our backoff delay distribution model to analyze the end-to-end delay, and propose an admission control

algorithm based on this analysis. The proposed algorithm is evaluated in a mixed environment with voice and data stations, and simulation

results confirm that it effectively provides voice stations with end-to-end delay guarantees. The algorithm is also evaluated in terms of

computational cost and shown to be efficient enough for run-time usage.

q 2005 Elsevier B.V. All rights reserved.
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1. Introduction

As 802.11 WLANs see their capacity increased (from the

traditional 2 Mbps channel capacity to 11 Mbps in 802.11b

and 54 Mbps in 802.11a), these networks become better

suited for the transport of real-time traffic. Since, the

performance of real-time applications is largely dependent

on delay, there arises the need for an analysis of the delay in

this type of networks.

To this date, the analysis of the delay in 802.11 WLAN

has received some attention [1–3]. The studies in those

papers, however, are limited to the average delay, which is

insufficient to assess the performance of real-time appli-

cations, as these require not only a low average delay but a

low delay for all (or most of) their packets. The analyses

have [4,5] overcome this limitation by introducing

probability generating functions (pgf’s), which allow

the computation of the probability distribution function

(pdf) of the delay. Yet, these methods are computationally
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costly and hence of little practical use, e.g. to perform

admission control functionality. Furthermore, most of the

previous studies are restricted to the backoff component of

the delay, which is only one portion of the total delay in a

WLAN. We conclude that the results from these previous

works cannot be applied to provide real-time applications

with their required delay guarantees via admission control.

The contribution of this paper is twofold. In the first part

of the paper, an analysis of the distribution of the backoff

delay under saturation conditions (hereafter referred as

saturation backoff delay) is presented. By backoff delay we

understand the time elapsed since a packet starts its backoff

process until it is successfully transmitted.1 With saturation

conditions we mean that all the stations in the WLAN

always have packets to transmit.

The second part of the paper presents, based on the

saturation backoff delay analysis of the first part, a study of

the end-to-end delay distribution in a mixed scenario with

voice and data traffic and an admission control algorithm to

provide voice traffic with end-to-end delay guarantees. With

the proposed algorithm, voice packets are guaranteed an

end-to-end delay below a certain threshold with a given

probability, and therefore we can ensure that most of

the packets will experience a low delay. While the first part

of the paper is based on the earlier version of this paper in
Computer Communications 29 (2006) 842–854
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1 In case the packet is discarded, we consider its backoff delay equal

to N.
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[6], the second part is entirely novel and was not included in

the short version.

The rest of the paper is structured as follows. In Section

2, we present a brief overview of the 802.11 DCF protocol.

In Section 3, we propose a method to analyze the

distribution of the saturation backoff delay. Simulation

results show that, with our method, the probability that the

delay falls below a certain value can be computed accurately

and efficiently. In Section 4, we extend our analysis to study

the end-to-end delay performance in a mixed scenario with

voice and data traffic, and propose an algorithm to perform

admission control in order to provide delay guarantees to

voice packets. Simulation results show that our algorithm is

effective in providing the committed delay guarantees while

maximizing the number of admitted stations. Finally, in

Section 5 we present our concluding remarks.
2. DCF

The DCF access method of the IEEE 802.11 standard [7]

is based on the CSMA/CA protocol. A station with a packet

to transmit senses the channel and, if it remains free for a

DIFS time, it transmits. If the channel is sensed busy, the

station waits until the channel becomes idle for a DIFS time,

after which it starts a backoff process.

Upon starting the backoff process, the station generates a

random value chosen from a uniform distribution in the

range (0, CW-1), and initializes its backoff time counter

with this value. The CW value is called Contention

Window, and depends on the number of transmissions

failed for the packet. At the first transmission attempt, CW

is set equal to a value CWmin, and it is doubled after each

unsuccessful transmission, up to a maximum value of

CWmax. The CWmin and CWmax values are fixed by the

standard.

The backoff time counter is decremented once every time

interval Te for which the channel is detected empty, ‘frozen’

when a transmission is detected on the channel, and

reactivated when the channel is sensed empty again for a

DIFS time (if the transmission is detected as successful2) or

an EIFS time (if it is detected as unsuccessful). The station

transmits when the backoff time counter reaches zero.

If the packet is correctly received, the receiving station

sends an ACK frame after a SIFS time. If the ACK frame is

not received within an ACK timeout time, a collision

is assumed to have occurred and the packet transmission is

rescheduled according to the given backoff rules. If the

number of retransmissions reaches a predefined Retry Limit,

the packet is discarded. Upon completing the backoff

process (either with a success or with a discard), the
2 We refer to a transmission being detected as successful if the received

packet is error-free, and as unsuccessful if it contains errors. All stations

check every received packet (regardless of its destination) for errors, using

the Frame Check Sequence (FCS) field of the packet.
transmitting station resets the CW to its initial value and

starts a new backoff process; before this ends, a new packet

cannot be transmitted.

The use of the Request to Send (RTS)/Clear to Send

(CTS) mechanism is optional in 802.11. When this option

is applied, upon the backoff counter reaching zero, the

transmitting station sends an RTS frame to the receiving

station, which responds with a CTS frame after a SIFS.

The packet is then sent at a SIFS time after receiving the

CTS, and it is followed by an ACK frame. The RTS/CTS

mechanism serves the purpose of avoiding collisions in

the case of hidden station, since the hidden station, just by

detecting one frame among the RTS and CTS, can

suitably delay its transmission and thus avoid the

collision. In addition, this mechanism also improves the

performance of the WLAN, since when it is used

collisions occur with the short RTS frames instead of

long data packets.

Another optional mechanism with DCF is the bursting

mechanism. When using this mechanism, a station that gets

access to the channel retains the right to access the channel

after transmitting a successful packet and can transmit two

or more consecutive packets. In this case, each packet is

acknowledged with an individual ACK frame, and the

next packet is transmitted after a SIFS time following the

ACK frame.
3. Saturation backoff delay analysis

In this section we propose two alternative models to

compute the distribution of the saturation backoff delay. The

first model, which we refer to as accurate analysis,

accurately computes the saturation backoff delay distri-

bution. The second model, which we refer to as simplified

analysis, provides a lower degree of accuracy but at a

greatly reduced computational cost. The simplified analysis

is used in Section 4 for the operations that require a high

computational efficiency. For both models, we provide a

basic analysis for fixed packet lengths and no RTS/CTS, and

extensions for variable packet lengths and RTS/CTS.
3.1. Accurate analysis

Let us consider a WLAN with N stations operating under

saturation conditions and sending packets of a fixed length l.

Our objective is to compute the probability that, under these

conditions, a packet transmission of a tagged station

experiences a saturation backoff delay smaller than a

given value D. We denote this probability by P(d!D).

Fig. 1 shows the different components of the saturation

backoff delay. Applying the theorem of the total probability,

P(d!D) can be decomposed as follows,



Fig. 1. Saturation backoff delay.
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Pðd!DÞZ
XR

iZ0

Pðd!D=i colÞPði colÞ; (1)
;

tZ
2ð1K2pÞð1KpRC1Þ

Wð1Kð2pÞmC1Þð1KpÞC ð1K2pÞð1KpRC1ÞCW2mpmC1ð1K

3 This approximation is the key difference between our model and the

analyses of [4,5]. While, with our approximation, we only need to compute

the average and standard deviation values of dij, which can be performed

efficiently, [4,5] compute all the possible values of dij and their probability,

which has a high computational cost as dij can take a very large number of

different values.
where P(i col) represents the probability that a packet

suffers i collisions before being successfully transmitted and

R is the Retry Limit.

Let us define a slot time as the time interval between two

consecutive backoff time decrements of the tagged station.

Note that, according to this definition, a slot time may be

either empty or contain the transmission of one or more

stations. Applying to the previous equation the theorem of

the total probability on the total number of slot times the

tagged station counts down before transmitting successfully,

we have

Pðd!DÞZ
XR

iZ0

XWi

jZ0

Pðd!D=icol; j slotsÞPðj slots=icolÞPðicolÞ

(2)

where WiZ
Pi

kZ0 CWkK1, with CWkZmin(2kCWmin,

CWmax), and P(j slots/i col) is the probability that the sum

of the iC1 backoff times of the packet equals j,

Pðj slots=i colÞZP
Xi

kZ0

unifð0;CWkK1ÞZ j

 !
; (3)

where unif(0,C) represents a discrete random variable

uniformly distributed in the range {0, 1,.,C}.

As the probability mass function (pmf) of a sum of

discrete random variables is equal to the convolution of the

individual pmf’s, we can compute P(j slots/i col) as follows,

Pðj slots=i colÞZ ðf0 � f1 �. � fiÞj; (4)

fk being the pmf of unif(0, CWkK1). We compute the above

convolution using Fast Fourier Transforms (FFT’s).

Let t be the probability that a station transmits in a slot

time in a WLAN with N stations under saturation

conditions. Note that this corresponds to the probability

that the station’s backoff counter reaches 0. Following

the analysis of [8], which models the backoff process of

a station with a Markov chain and computes the probability
that a station transmits by adding all the state probabilities

corresponding to a backoff counter of 0, t can be expressed

as

2pÞð1KpRKmÞ
; (5)

where R is the Retry Limit, p is the probability that a

transmission attempt collides, WZCWmin and m is such that

CWmaxZ2mCWmin.

The only unknown value from the above equation is the

probability p that a transmission attempt collides. This

corresponds to the probability that none of the other NK1

stations transmits in the slot time. Since all stations transmit

with probability t, this yields

p Z 1Kð1KtÞNK1: (6)

Eqs. (5) and (6) form a system of a non-linear equation

which can be solved using numerical techniques and thus

compute t.

The first approximation upon which we base our analysis

is the same as [9]: we assume that a station other than the

tagged one transmits at each slot time with a constant and

independent probability t. With this assumption, the

probability that the tagged station suffers i collisions before

transmitting successfully can be computed from

Pði colÞZ pið1KpÞZ ð1Kð1KtÞNK1Þið1KtÞNK1: (7)

Our second approximation is to assume that the

saturation delay given i collisions and j slot times is a

gaussian random variable3, which we denote by dij. Note

that, assuming independence between different slot times

(which is given by the first approximation) and a large

enough number of slot times (which is the typical case), the

Central Limit Theorem assures that this approximation is

accurate.

Given the above assumption, it is enough to know the

average and the standard deviation of dij (which we denote

by mij and sij, respectively) to compute P(d!D/i col, j
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slots),

Pðd!D=i col; j slotsÞ

Z

0:5C0:5 erf
DKmijffiffiffi

2
p

sij

0
@

1
A;

DKmij

sij

R0;

0:5 erfc K
DKmijffiffiffi

2
p

sij

0
@

1
A;

DKmij

sij

!0:

8>>>>>><
>>>>>>:

(8)

Given the assumption of independence between different

slot times, mij can be computed as the sum of the average

duration of all slot times in dij,

mij Z jmn C iTc CTs; (9)

where mn is the average duration of a slot time in which the

tagged station does not transmit, Tc is the duration of a slot

time that contains a collision and Ts is the duration of a slot

time that contains a successful transmission.

The duration of a slot time that contains a successful

transmission is equal to [10]

Ts Z TPLCP C
H C l

C
CSIFSCTPLCP C

ACK

C

CDIFS; (10)

where TPLCP is the PLCP (Physical Layer Convergence

Protocol) preamble and header transmission time, H is the

MAC overhead (header and FCS), ACK is the length of an

ACK frame and C is the channel bit rate.

Similarly, the duration of a slot time that contains a

collision is equal to

Tc Z TPLCP C
H C l

C
CEIFS: (11)

The average duration of a slot time in which the tagged

station does not transmit, mn, is computed as

mn ZPs;nTs CPc;nTc CPe;nTe; (12)

where Ps,n represents the probability that a slot time in

which the tagged station does not transmit contains a

successful transmission, Pc,n the probability that it contains

a collision and Pe,n the probability that it is empty. Ps,n, Pe,n

and Pc,n can be computed from t and N as follows,

Ps;n Z ðNK1Þtð1KtÞNK2; (13)

Pe;n Z ð1KtÞNK1; (14)

and

Pc;n Z 1KPs;nKPe;n: (15)

With the assumption of independence between different

slot times, the standard deviation sij can be computed from

s
2
ij Z js2n; (16)
where sn is the standard deviation of the duration of a slot

time in which the tagged station does not transmit,

s2n ZPs;nT2
s CPc;nT2

c CPe;nT2
e Km2

n: (17)
3.2. RTS/CTS

In case the RTS/CTS option is used, successful packet

transmissions are preceded by an RTS/CTS exchange, while

collisions occur with RTS frames instead of data packets.

Accordingly, the durations of the slot times containing a

successful transmission and a collision are computed as [10]

Ts Z TPLCP C
RTS

C
CSIFSCTPLCP C

CTS

C
CSIFS

CTPLCP C
H C l

C
CSIFSCTPLCP C

ACK

C
CDIFS

ð18Þ

and

Tc Z TPLCP C
RTS

C
CEIFS; (19)

where RTS and CTS are the length of the RTS and CTS

frames.

With the only modification of taking the above

expressions to compute Ts and Tc, the analysis in the

previous clause can be used to compute the saturation

backoff delay distribution for the RTS/CTS case.

3.3. Variable packet lengths

Next, we extend our model to the case when packet

lengths are not fixed but follow a certain distribution.

Specifically, we consider that a packet length takes a value l

of the set L with probability Pl, L being the set of all possible

packet lengths. For simplicity, we assume that all stations

transmit the same packet length distribution; however, the

analysis would be very similar in the case when this

condition does not hold.

In order to account for variable packet lengths, we have

to modify the expressions to obtain the mij and sij values. mij

is computed as

mij Z jmn C imc Cms; (20)

where mc is the average duration of a slot time in which the

tagged station collides and ms is the average duration of a

slot time in which the tagged station transmits a packet

successfully.

The average duration of a slot time in which the tagged

station does not transmit, mn, is computed as

mn Z
X
l2L

Ps;l;nTs;l C
X
l2L

Pc;l;nTc;l CPe;nTe (21)

where Ps,l,n represents the probability that a slot time in

which the tagged station does not transmit contains

a successful transmission of a packet of length l, Pc,l,n
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the probability that it contains a collision with the longest

packet involved being of length l, and Ts,l and Tc,l are the

slot time durations in each case.

Ps,l,n and Pc,l,n are obtained from

Ps;l;n Z ðNK1Þtð1KtÞNK2Pl; (22)

Pc;l;n Z ð1KPs;l;nKPe;nÞPc;l; (23)

where Pc,l is the probability that the longest packet involved

in a collision is of length l. Neglecting the collisions of more

than two stations,

Pc;l Z 2Pl

X
k2Ll

PkKP2
l ; (24)

where Ll is the set of all the packet lengths smaller than or

equal to l.

The duration of a slot time that contains a successful

transmission of a packet of length l, Ts,l, and the duration of

a slot time that contains a collision with the longest packet

involved of length l, Tc,l, can be calculated as a function of l

from Eqs. (10) and (11).

ms and mc are calculated as follows,

ms Z
X
l2L

PlTs;l; (25)

mc Z
X
l2L

Pc;lTc;l: (26)

Finally, the standard deviation sij for the variable packet

length case can be computed from

s2ij Z js2n C is2c Cs2s (27)

with

s2n Z
X
l2L

Ps;l;nT2
s;l C

X
l2L

Pc;l;nT2
c;l CPe;nT2

e Km2
n: (28)

Note that in the above analysis we have assumed that the

RTS/CTS option is not used. However, the model can be

easily extended to the RTS/CTS case, simply by following

the analysis presented in this section but using the

expressions for Ts,l and Tc,l given by Eqs. (18) and (19) as

a function of l.
3.4. Simplified analysis

One of the drawbacks of the analysis provided in the

previous sections to compute P(d!D) is that it requires

performing a large number of erf or erfc operations, which

has a non-negligible computational cost. We now present an

alternative analysis that, although it gives less accurate

results, it is more computationally efficient.

In our simplified analysis, to compute P(d!D) we apply

the theorem of the total probability as follows,
Pðd!DÞZ
XWmax

jZ0

Pðd!D=j slotsÞPðj slotsÞ (29)

where j is the total number of slot times elapsed between the

beginning of the backoff process of a packet and its

successful transmission (including the slot times in which

the tagged station transmits),

Pðj slotsÞZ
XR

iZ0

Pðj slots=i colÞPði colÞ (30)

with

Pðj slots=i colÞZP
Xi

kZ0

unifð1;CWkÞZ j

 !
(31)

and WmaxZ
PR

kZ0 CWk.

The key approximation of our simplified analysis is to

assume that all slot times (regardless of whether the tagged

station transmits or not) have a fixed duration equal to the

average duration of a slot time. With this assumption,

Pðd!D=j slotsÞZ
1; D! jTslot;

0; DR jTslot;

(
(32)

where Tslot is the average duration of a slot time,

Tslot ZPsTs CPcTc CPeTe; (33)

where Ps represents the probability that a slot time contains

a successful transmission, Pc the probability that it

contains a collision and Pe the probability that it is empty,

and Ts, Tc and Te are the corresponding average slot time

durations,

Ps ZNtð1KtÞNK1; (34)

Pe Z ð1KtÞN ; (35)

Pc Z 1KPsKPe: (36)

Note that this simplified analysis can easily be extended

to the RTS/CTS and variable packet length cases by

using the expressions for Ts and Tc given in Sections 3.2

and 3.3.
3.5. Performance evaluation

Next, we evaluate the accuracy and computational

efficiency of the proposed model. The values of the system

parameters used to obtain the results have been taken from

the 802.11b physical layer [11]. The packet length is equal

to 1500 bytes for the fixed packet length case, and has been

derived from the measurements of Internet traffic presented

in [12] for the variable packet length case. Simulations are

performed with the 802.11 DCF simulator used in [6].

This is an event-driven simulator that closely follows



Fig. 2. Saturation backoff delay cdf: accurate model. Fig. 4. Saturation backoff delay cdf: variable packet lengths extension.
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the details of the MAC protocol of 802.11 DCF for each

independently transmitting station.

Figs. 2, 3 and 4 show the cumulative distribution function

(cdf) of the saturation delay, for our accurate model, RTS/

CTS extension and variable packet lengths extension,

respectively. Analytical results are represented with lines

and simulations with points. Simulation results are given

with a 95% confidence interval below 0.1%. Results show

that our analysis is accurate; in all cases, and for all values of

D and N, simulations results closely follow the analytical

ones.

In order to evaluate the accuracy of our simplified

analysis as compared to the accurate analysis, we repeated

the experiment of Fig. 2 for both analyses; results are given

in Fig. 5. We observe from the results that, for low delays,

the accurate analysis closely follows simulations results,

while the simplified analysis diverges significantly at some

points. In particular, with the accurate analysis errors do not

exceed 1%, while with the simplified analysis there are error

peaks of about 10%. As delay increases, both analyses

become accurate. Notice that, for the low delay values
Fig. 3. Saturation backoff delay cdf: RTS/CTS extension.
represented in the graph, simulation results oscillate.

The reason is that the duration of the non-empty slot times

is not negligible as compared to the considered delay values.

In order to evaluate the computational efficiency of the

two methods proposed (the accurate and the simplified

analyses), we measured the times required to compute the

cdf values. Table 1 gives the times required to compute

P(d!D) for different values of N and D with the two

methods. Measurements have been taken in a Pentium 4 PC

with 2.66 GHz of CPU speed and 192 MB of RAM, running

under the Linux operating system with the Mandrake 10.0

standard installation and the Linux kernel version 2.6. It can

be seen from the results that the simplified analysis is

computationally much more efficient. Specifically, the

computational times for the simplified analysis (of several

tenths of ms) are three orders of magnitude smaller than the

ones for the accurate analysis (of several tenths of ms).

We also observe from the results of Table 1 that the

computational times for the accurate analysis are fairly

independent of D and N, while for the simplified analysis

computational times increase with D and decrease with N.
Fig. 5. Accurate vs. simplified analysis.



Table 1

Computational times (in ms)

D (ms) NZ2 NZ10 NZ30 NZ100

Accurate 20 68 70 66 58

100 66 71 66 57

200 57 68 62 55

Simplified 20 0.03 0.03 0.02 0.02

100 0.06 0.04 0.03 0.03

200 0.14 0.09 0.04 0.04
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The reason is that for the accurate analysis we have to

compute the contribution of all the possible combinations of

i and j in Eq. (2), and the number of possible combinations is

independent of D and N. In contrast, for the simplified

analysis we only have to account for the values of j in Eq.

(29) whose delay is smaller than D according to Eq. (32),

and the number of j values that meet this condition increases

with D and decreases with N.

We conclude from the results presented in this section

that the accurate analysis and its derivatives (RTS/CTS and

variable packet lengths4) provide more accurate results at

the price of a higher computational cost, while the

simplified analysis is less accurate for low delay values

but its computational cost is minimal.
4. End-to-end delay guarantees

In this section, we present an analytical model for the

end-to-end delay distribution of a WLAN and, based on this

model, an admission control algorithm that provides real-

time applications with end-to-end delay guarantees. By end-

to-end delay in this context we mean the time elapsed since

a packet is generated by an application until it is transmitted

successfully in the WLAN.

The analysis provided here is based on the methods to

compute the distribution of the backoff delay presented in

Section 3. Specifically, in the analysis that follows we first

use the simplified analysis for the resolution of a non-liner

equation, and later we use the accurate analysis for an

operation that is performed only once. Using the simplified

analysis in the first case avoids an unacceptably high

computational cost resulting from the large number of

iterations required to solve the non-linear equation. In the

second case, since the operation is performed only once, the

accurate analysis can be used without paying a high price in

terms of computational cost.

Hereafter, we refer with Acdf(D) to the probability P(d!
D) computed according to the accurate analysis (and its

derivatives for the RTS/CTS and variable packet length

cases) of Sections 3.1, 3.2 and 3.3, and with Scdf(D) to the
4 Results on the computational efficiency of the accurate analysis for the

RTS/CTS and the variable packet length cases are given in [6]. These

results show that the computational efficiency for these cases is similar to

the efficiency of the fixed packet length model.
probability P(d!D) computed according to the simplified

analysis of Section 3.4.
4.1. Model

Although the analysis we present here can be applied to a

more general framework, in the rest of this paper we have

decided to focus on a specific scenario which we believe

represents a realistic environment for a WLAN. In our

model, we assume the following configuration of the 802.11

DCF stations:

† WLAN stations transmit either voice or data traffic

(hereafter, we refer to the former as ‘voice stations’ and

to the latter as ‘data stations’).

† Voice stations generate packets according to the widely

used voice codec of [13]. This codec generates 260 bits

of application data payload at a rate of 13 Kbps, to which

the RTP/UDP/IPv6 overhead is added.

† When a voice station gains access to the channel, it

uses the bursting mechanism of DCF to transmit all the

enqueued voice packets awaiting for transmission5.

Note that the use of this mechanism improves the

delay performance of voice packets, as it avoids

executing an independent backoff process for each

packet.

† Data stations follow the behavior described in [14] for

elastic applications. Specifically, they always have

packets ready for transmission (note that this is the

typical behavior of widely used data applications like

e.g. ftp or http downloads). The data packets length

follows the traffic measurements of [12].

† The RTS/CTS mechanism is used both by voice and

data stations. Indeed, the results of Section 3.5 show

that the performance of the WLAN increases when this

mechanism is used, as a result of avoiding collisions of

long packets.

4.2. End-to-end delay analysis for voice applications

Let us consider a WLAN with Nv voice stations and Nd

data stations configured according to the above model. Our

objective is to compute the distribution of the delay elapsed

between the generation of a voice packet and its successful

transmission.

Let tv denote the probability that a given voice station

transmits in a randomly chosen slot time and pv
the probability that a transmission of a voice station

collides. Let td and pd denote the same probabilities for a

data station.
5 We note that, although the bursting mechanism of 802.11 DCF was

originally designed to transmit fragments of the same packet, it is currently

being used in some WLAN products for transmitting bursts of different

packets in order to improve performance. See e.g. the frame-bursting

technology of Broadcom products (http://www.broadcom.com).

http://www.broadcom.com
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Our analysis is outlined as follows. We focus on the

variable pd and present two alternative ways of computing the

average number of voice packets transmitted in a burst as a

function of pd, which we denote respectively by n(pd) and

n 0(pd). Then, by solving the non-linear equation n(pd)Zn0(pd)

we obtain pd, from which the rest of the analysis follows.

Let us start by assuming that the probability pd is known.

Then, since data stations are saturated, td can be

computed from pd with the formula given in [8] for

saturated stations,
td Z
2ð1K2pdÞ 1KpRC1

d

� �
Wð1Kð2pdÞ

mC1Þð1KpdÞC ð1K2pdÞ 1KpRC1
d

� �
CW2mpmC1

d ð1K2pdÞ 1KpRKm
d

� � : (37)
6 Notice that this assumption is accurate as long as voice traffic is served

with reasonable quality. For our objective of performing admission control,

we are interested in the WLAN configurations that satisfy this condition.
With the assumption that the transmission probabilities

are independent, the following equation holds for pd,

pd Z 1Kð1KtdÞ
NdK1ð1KtvÞ

Nv ; (38)

from which tv and pv can be obtained,

tv Z 1K

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1Kpd

ð1KtdÞ
NdK1

Nv

s
; (39)

pv Z 1Kð1KtvÞ
NvK1ð1KtdÞ

Nd : (40)

The average duration of a slot time can be computed

from

Tslot ZPeTe CPs;vTv CPs;dTd CPcTc; (41)

where Pe, Ps,v, Ps,d and Pc are the probabilities that a slot

time is empty, contains a successful transmission of a voice

station, a success of a data station or a collision,

respectively, and Te, Ts,v, Ts,d and Tc are the corresponding

average slot time durations.

Pe, Ps,v, Ps,d and Pc are computed according to

Pe Z ð1KtdÞ
Nd ð1KtvÞ

Nv ; (42)

Ps;v ZNvtvð1KtvÞ
NvK1ð1KtdÞ

Nd ; (43)

Ps;d ZNdtdð1KtdÞ
NdK1ð1KtvÞ

Nv ; (44)

Pc Z 1KPeKPs;vKPs;d: (45)

Ts,d and Tc are computed according to Section 3. Ts,v is

obtained from

Ts;v Z TPLCP C
RTS

C
CSIFSCTPLCP C

CTS

C

Cn SIFSCTPLCP C
H C lv

C
CSIFS

�

CTPLCP C
ACK

C

�
CDIFS; ð46Þ
where lv is the payload size of a voice packet and n is the

average number of packets that a voice station transmits

when it gets access to the channel.

With the assumption that no voice packets are dropped6,

the aggregated data rate generated by all the voice stations is

equal to the aggregated rate of successfully transmitted

voice data in the WLAN, and therefore the following

equation holds,
Nvlv
T

Z
Ps;vnlv

Tslot

; (47)

where T is the interval between two packet arrivals in a

voice station.

Eqs. (41)–(47) form a first order equation from which we

can isolate n. As a result, starting from pd we can compute

the value of n. We denote by n(pd) this procedure to

compute n.

We now present the alternative procedure to obtain n

from pd, denoted by n 0(pd). Given pv and Tslot computed as

above, the cdf of the backoff delay can be easily calculated

following Section 3.4. From this, the probability that the

backoff delay falls in the interval (iT, (iC1)T) can be

obtained as follows,

PðiT!d! ðiC1ÞTÞZ ScdfððiC1ÞTÞKScdfðiTÞ: (48)

Since, with the bursting mechanism, the backoff process

always starts with a new packet, after a backoff process

duration of (iT, (iC1)T) a station will have iC1 voice

packets to transmit, hence the probability that a transmission

of a voice station contains a burst of j packets is equal to

Pj ZPððjK1ÞT!d! jTÞ: (49)

From the above, the average number of packets that a voice

station transmits when it get access to the channel can be

computed as

n0ðpsÞZ
Xmax

jZ0

ðjC1ÞPjC1;

where maxZ
XR

kZ0
CWkTslot=T :

(50)

The above results in the following non-linear equation on

pd, that can be solved using numerical techniques,

n0ðpdÞZ nðpdÞ; (51)



Fig. 6. Delay of the jth packet of a burst of i packets.
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from which we can obtain pd. Specifically, we solve the

above non-linear equation using the bisection method. Note

that, as a result of using our simplified analysis for the

computation of the cdf in Eq. (48), the computational cost of

resolving the non-liner equation is reasonably low, and does

not grow unacceptably due to the large number of iterations

required to solve the non-linear equation.

Once we have solved the non-linear equation, we

proceed as follows. From pd, we compute Ps,v, Ps,d, pv and

Pj for j2{1,.,max} with the equations given above. Once

these values are known, the scenario that we have can be

interpreted simply as one with variable packet lengths,

which has been analyzed in Section 3.3.

With the above interpretation, we can calculate the cdf of

the backoff delay following Section 3.3. Note that, in

contrast to Eq. (48), now we do not use the simplified

analysis but the accurate one. The reason is that the

computation does not need to be performed iteratively but

only once, and therefore a more expensive analysis can be

used to gain in accuracy without paying a high price in terms

of computational time.

The remaining challenge is to compute, from the cdf of

the backoff delay, the end-to-end delay distribution. The

probability that a transmission of a voice station is

successful and contains a burst of i packets can be computed

as

Pi ZAcdfðiTÞKAcdfððiK1ÞTÞ: (52)

Similarly, we can calculate the probability that a backoff

process of a voice station, either leading to a successful

transmission or a discard due to reaching the retry limit,

contains i packets,

P0
i ZA0

cdfðiTÞKA0
cdfððiK1ÞTÞ; (53)

where A0
cdfðDÞ is computed exactly as in Section 3.3 with the

only difference that in Eq. (1) we also account for the case of

RC1 collisions, i.e. the case of a burst of packets being

discarded after reaching the retry limit.

With the above, we can obtain the probability that a

randomly chosen packet is transmitted successfully in a

transmission with a burst of i packets,

Ps;i Z
iPiPmax

jZ1 jP0
j

; (54)

from which the probability that a randomly chosen packet is

the jth packet of a successful transmission of a burst of i

packets can be computed easily,

Ps;i;j Z
1

j
Ps;i: (55)

Finally, the probability that a voice packet suffers an

end-to-end delay smaller than D can be calculated as
follows,

Pðdv!DÞZ
Xmax

iZ1

Xi

jZ1

Pðdv!D=i; jÞPs;i;j; (56)

where P(dv!D/i, j) is the probability that the delay of the

jth packet of a successful transmission of a burst of i packets

is smaller than D,

Pðdv!D=i; jÞZ

1; DO ðiKjC1ÞT ;

P̂; ðiKjÞT!D! ðiKjC1ÞT ;

0; D! ðiKjÞT ;

8><
>: (57)

with (Fig. 6)

P̂ Z
AcdfðDC ðjK1ÞTÞKAcdfððiK1ÞTÞ

AcdfðiTÞKAcdfððiK1ÞTÞ
: (58)
4.3. Admission control algorithm

It is well-known that real-time applications require that

most of their packets reach the destination with a delay

lower than a given threshold, or otherwise they see their

performance sharply degraded. Following this, in this

section we propose, based on the analysis of the previous

section, an admission control algorithm that guarantees to

voice packets a delay below a certain threshold D with a

given probability P, where P and D are input parameters to

the algorithm.

Assume that the WLAN is operating with a number of

voice and data stations Nv and Nd, such that the above

requirement for voice traffic is met. When a new voice

station issues a request for admission, we proceed as

follows. We compute, using the analysis given in Section

4.2, the probability that a voice packet suffers a delay below

D given NvC1 voice stations and Nd data stations. If this

probability is higher than P, this means that the requirement

is met with the new configuration and the voice station can

be admitted. If it is smaller, the admission request has to be

rejected in order to preserve the desired quality for voice. If

the new station requesting admission is a data station, we

proceed in the same way.

Note that the above delay guarantees refer only to the

WLAN part of the network (according to our definition of

end-to-end delay). If the end-to-end communication path



Fig. 7. End-to-end delay cdf: voice scenario. Fig. 9. End-to-end delay cdf: data scenario.
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involves other parts besides the WLAN, the guarantees

provided here would only account for some portion of the

total delay and should be added to the other portions [15].

This is out of the scope of this paper.
4.4. Performance evaluation

In this section, we evaluate the accuracy and efficiency of

the end-to-end delay analysis and the proposed admission

control algorithm. We consider three scenarios: voice

scenario, in which 75% of the stations are voice stations

and the remaining 25% are data stations, mixed scenario, in

which 50% of the stations are voice and the other 50% data,

and data scenario, with 75% of data stations and 25% of

voice stations. Unless otherwise specified, we use the same

parameters as in Section 3.5.

Figs. 7–9 show the cumulative distribution function (cdf)

of the end-to-end delay for voice packets, for the voice

scenario, mixed scenario and data scenario, respectively.

Analytical results are represented with lines and simulations

with points. Results show that our analysis is accurate; in all
Fig. 8. End-to-end delay cdf: mixed scenario.
cases, the difference between simulation and analytical

results does not exceed 1%.

We observe from the figures that there is some decrease

in delay performance as the proportion of data stations

increases (e.g. the probability that the delay is smaller than

200 ms for NZ32 is equal to 90% for the voice scenario,

87% for the mixed scenario and 85% for the data scenario).

The reason is that data stations transmit more often (as they

are saturated) as well as longer packets [12].

In order to assess the effectiveness of the proposed

admission control algorithm, we proceed as follows. For the

three scenarios considered (voice, data and mixed), we

evaluate the maximum number stations that can be accepted

while preserving the desired voice quality for different

values of D and P. Specifically, we evaluate the

performance for an increasing number of stations (dis-

tributed between voice and data stations according to the

given scenario) and choose the last one that meets the delay

requirements. This is done both analytically and via

simulation, and the maximum resulting number of stations

in each case, Nanalysis and Nsimulation, is given in Tables 2–4.

For each {P, D} duple, we give the P(d!D) obtained via

simulation with NZNanalysis.

It can be seen from [16] that, for the considered voice

codec, drop rates below 1% lead to a high voice quality,

with 5% the quality is acceptable and with 10% it is poor.
Table 2

Maximum number of stations: voice scenario

D (ms) P Nanalysis Nsimulation Pðd!DÞjNZNanalysis

20 0.9 16 16 0.919

0.95 12 12 0.973

0.99 8 8 0.994

50 0.9 20 20 0.931

0.95 16 16 0.973

0.99 12 12 0.994

150 0.9 28 28 0.922

0.95 24 24 0.952

0.99 16 16 0.994



Table 4

Maximum number of stations: data scenario

D (ms) P Nanalysis Nsimulation Pðd!DÞjNZNanalysis

20 0.9 8 8 0.927

0.95 4 4 0.991

0.99 0 4 –

50 0.9 12 12 0.930

0.978 8 8 0.995

0.99 4 4 0.999

150 0.9 20 20 0.917

0.95 16 12 0.949

0.99 8 8 0.996

Table 3

Maximum number of stations: mixed scenario

D (ms) P Nanalysis Nsimulation Pðd!DÞjNZNanalysis

20 0.9 12 10 0.892

0.95 8 8 0.967

0.99 4 4 0.997

50 0.9 16 16 0.915

0.95 12 12 0.962

0.99 8 8 0.993

105 0.9 24 24 0.910

0.95 18 18 0.958

0.99 12 12 0.991
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According to [17], a total delay that does not exceed 150 ms

is acceptable for voice applications. However, it needs to be

taken into account that the WLAN in some cases may

account only for a portion of the total delay. Based on these

considerations, in our admission control we have considered

the delay thresholds of DZ20, 50, and 150 ms and the

probabilities of PZ0.9, 0.95 and 0.99.

The results obtained confirm the effectiveness of our

admission control algorithm. Indeed, themaximumnumber of

stations that can be admitted according to our algorithm

(Nanalysis) coincides with the maximum number of stations

admissible according to simulation results in all cases but

three (shown in bold). In two cases, our algorithmadmitsmore

stations. However, in both cases the simulated performance

keeps very close to the target (PZ0.892 vs. PZ0.9 and

PZ0.949 vs. PZ0.95). In the third case, our algorithm does

not admit any station while four stations could be admitted7.

The P obtained analytically in this case with four stations is

0.989 while the one given by simulations is 0.991, so this also

represents a borderline case in which the delay requirements

(PZ0.99) are barely met with four stations.We conclude that

our algorithm achieves, with a high degree of accuracy, the

goal of admitting as many stations as possible while

guaranteeing the committed performance.

We finally evaluate the computational efficiency of our

admission control algorithm. Table 5 gives the times

required to perform an admission decision for NZNanalysis,

for the different scenarios and varying values of D and P.

We can observe that in all cases, this time keeps below

0.25 s. The times obtained are fully acceptable for

admission control, which confirms that our algorithm can

be used to perform admission control decisions at run-time.

Table 5

Computational times (in ms)

D (ms) P Voice Mixed Data

20 0.9 80 82 76

0.95 70 69 63

0.99 65 71 –

50 0.9 161 168 166

0.95 146 139 126
5. Summary and final remarks

As the capacity of WLANs and their use by realtime

applications increases, there arises the need for better

understanding and predicting the delay behavior of this type
7 Note that 4 is the smallest number of stations that can be admitted in this

case, in order to meet the requirement of the scenario that 75% of the

stations are data stations and the other 25% are voice stations.
of networks. In particular, algorithms are necessary in order

to provide voice applications, which are the most popular

real-time applications used in this type of environment, with

the required performance guarantees.

In the first part of this paper, we propose a method to

compute the distribution of the backoff delay in 802.11 DCF

under saturation conditions. Simulation and analytical

results show that our method is accurate and computation-

ally efficient. Our basic analysis of the backoff delay

distribution assumes that all transmissions are of the same

fixed packet length, but is later extended to account for

variable packet lengths. None of the previous delay analyses

of 802.11 DCF [1–5] accounts for non fixed packet lengths.

In the second part of the paper we analyze, based on the

study of the first part, the end-to-end delay suffered by voice

traffic in a mixed scenario with voice and data stations. In

our configuration for voice traffic, we use the bursting and

RTS/CTS mechanisms of 802.11 DCF, as these mechanisms

contribute to reduce the delay experienced by voice stations.

Simulation results confirm the accuracy of our analysis.

We then propose an admission control algorithm based

on the end-to-end delay analysis. Simulations show that our

admission control guarantees the desired performance to

voice applications while maximizing the number of stations

than can be admitted in the WLAN. The computational cost

of the algorithm is sufficiently low to allow a run-time

usage. Results show that, with the proposed algorithm, real-

time applications (and specifically voice) can be effectively

supported in 802.11 DCF WLAN.

There have been many protocol proposals for WLAN in

the literature that, unlike DCF, have been designed
0.99 128 103 81

150 0.9 223 203 206

0.95 188 176 203

0.99 129 138 116
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specifically to satisfy the delay requirements of real-time

applications (e.g. [18–20]). The PCF scheme of 802.11 [7]

was also designed with a similar intention. However, none

of these (including PCF) is widely deployed today, which

leaves DCF as the only practical option to provide real-time

traffic communication in WLANs.

The IEEE 802.11 WG is currently undergoing a

standardization activity to extend the 802.11 protocol with

QoS support, leading to the upcoming 802.11e standard

[21], which will provide a more efficient means for

supporting real-time traffic. The EDCA access mechanism

of 802.11e is an extension of the DCF protocol. We believe

that our analysis here provides a basis for the study of the

end-to-end delay distribution of 802.11e EDCA, in a similar

way that our analyses of EDCA in [22,23] extended

previous works of DCF [8,10]. The other access mechanism

of 802.11e, HCCA, extends the PCF of 802.11. The

deployment roadmap of HCCA is, at this point in time,

less clear than EDCA.
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