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Abstract

One of the main challenges with 802.11e EDCA is the configuration of the open parameters of this mechanism,
namely AIFS, CWmin, CWmax and TXOP_limit. In this paper, we address the issue of finding the optimal configuration
of these parameters in order to maximize the throughput performance of the WLAN. We first present a model to ana-
lyze the throughput performance of an EDCA WLAN as a function of these parameters. Then, based on this model, we
search for the optimal EDCA configuration. We find out that, surprisingly, one of the EDCA parameters, the AIFS, is
not used in the optimal configuration. We provide closed formulae, based on some approximations, for the configura-
tion of the parameters CWmin and CWmax. The configuration of the TXOP_limit parameter is discussed based on a
delay analysis provided elsewhere.
� 2005 Elsevier B.V. All rights reserved.
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1. Introduction

In recent years, much interest has been devoted
to the design of wireless local area networks
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(WLAN�s) with Quality of Service (QoS) support.
The Enhancements Task Group (TGe) was formed
under the IEEE 802.11 project to recommend an
international WLAN standard with QoS support.
This standard is called 802.11e and is being built
as an extension of the basic WLAN 802.11 stan-
dard [1]. While the standardization process of
802.11e is still an ongoing effort, the main features
of the upcoming standard have already been
ed.
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agreed upon and are unlikely to change. Our
work here is based on the 802.11e standard draft
[2].

The standard draft defines two different access
mechanisms: the Enhanced Distributed Channel
Access (EDCA) and the HCF Controlled Channel

Access (HCCA). This paper focuses on the former.
As EDCA is based on several open configurable
parameters (namely CWmin, CWmax, AIFS and
TXOP_limit), the challenge with this mechanism
lies in its configuration. While there are some con-
figuration recommendations for EDCA in the
standard draft, these are not sustained analytically
and do not guarantee optimized performance.

In this paper, we address the issue of optimally
configuring EDCA. We start with the assumption
that real-time traffic, if present, would better be
served by HCCA, and EDCA is only used by delay
insensitive applications whose performance de-
pends mainly on throughput.1 This assumption is
supported by many papers in the literature (see,
e.g., [4–7]), which argue that HCCA is better sui-
ted than EDCA for controlling the delay with
which frames are delivered. However, which of
EDCA and HCCA is better suited for serving
real-time traffic is a debatable point. Here we do
not aim at contributing to this debate but to look
at the implications of using EDCA for delay in-
sensitive applications only.

If one starts with the above assumption, then
the throughput obtained by each of the stations
sending through the WLAN (to which we refer
hereafter as the throughput distribution of the
WLAN) is the most relevant issue in the configura-
tion of EDCA. In this paper, we first propose a
model to analyze the throughput distribution
resulting from a generic configuration of EDCA
under saturation conditions.2 Then, based on this
model, we study which is the configuration that
provides the best throughput distribution accord-
ing to the weighted max–min fairness criterion for
throughput allocation. In line with the 802.11e
1 This type of applications are referred to as elastic applica-
tions in [3].

2 With saturation conditions we mean that all the stations in
the WLAN always have packets to transmit.
standard draft, our configuration is computed
by a central point and then distributed to the
stations.

To this date, there has been a remarkable
amount of work to evaluate the throughput per-
formance of EDCA via simulation (see, e.g., [8–
11]). We argue, however, that an analytic model
is a necessary step towards finding the optimal
configuration. EDCA has been studied analyti-
cally in a number of publications [12–15]. The
main novelty in the analysis presented here with
respect to those previous works lies in the notion
of the k-slot time,3 which is the basis of our analy-
sis. This concept is necessary for the study of the
optimal configuration presented in the second part
of the paper, which is our main contribution here
and would not have been possible with any of
the previous analyses.

The paper is outlined as follows. In Section 2 we
briefly review the EDCA mechanism of the
802.11e standard draft. In Section 3 we present
an analytical model to compute the throughput
distribution under saturation conditions resulting
from a given EDCA configuration; the model is
thoroughly evaluated via simulation. In Section 4
we study which is the optimal configuration of
EDCA according to the weighted max–min fair-
ness criterion for throughput allocation; our opti-
mal configuration is validated by means of
analytical results. Section 5 contains some archi-
tectural considerations, and concluding remarks
are given in Section 6.
2. 802.11e EDCA

This section briefly summarizes the EDCA
mechanism as defined in the 802.11e standard
draft [2]. EDCA regulates the access to the wireless
channel on the basis of the channel access functions

(CAF�s). A station may run up to four CAF�s, and
each of the frames generated by the station is
3 The concept of k-slot time was defined and used in our
previous work of [16] to analyze the delay performance of
EDCA. In contrast to [16], the focus of this paper is on
throughput performance.
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mapped to one of these CAF�s. Then, each CAF
executes an independent backoff process to trans-
mit its frames.

A CAF i with a new frame to transmit monitors
the channel activity. If the channel is idle for a per-
iod of time equal to the arbitration interframe
space parameter (AIFSi), the CAF transmits.
Otherwise, if the channel is sensed busy (either
immediately or during the AIFSi period), the
CAF starts a backoff process. The arbitration
interframe space AIFSi takes a value of the form
DIFS + nr, where DIFS (the DCF interframe
space) and r are constants dependent on the phys-
ical layer and n is a nonnegative integer.

Upon starting the backoff process, the CAF
computes a random value uniformly distributed
in the range (0,CWi � 1), and initializes its backoff
time counter with this value. The CWi value is
called the contention window, and depends on
the number of transmissions failed for the frame.
At the first transmission attempt, CWi is set equal
to the minimum contention window parameter
(CW min

i ).
As long as the channel is sensed idle the backoff

time counter is decremented once every time inter-
val r. When a transmission is detected on the
channel, the backoff time counter is ‘‘frozen’’,
and reactivated again after the channel is sensed
idle for a certain period. This period is equal to
AIFSi if the transmission is received with a correct
CRC, and EIFS � DIFS + AIFSi otherwise, where
EIFS (the extended interframe space) is a physical
layer constant.

As soon as the backoff time counter reaches
zero, the CAF transmits its frame. A collision oc-
curs when two or more CAF�s start transmission
simultaneously. An acknowledgement (Ack)
frame is used to notify the transmitting CAF
that the frame has been successfully received.
The Ack is immediately transmitted at the end of
the frame, after a period of time equal to the phys-
ical layer constant SIFS (the short interframe
space).

If the Ack is not received within a timeout gi-
ven by the Ack_Timeout physical layer constant,
the CAF assumes that the frame was not re-
ceived successfully and reschedules the transmis-
sion by reentering the backoff process. The
CAF then doubles CWi (up to a maximum value
given by the CW max

i parameter), computes a new
backoff time and starts decrementing the backoff
time counter at an AIFSi time following the time-
out expiry. If the number of failed attempts
reaches a predetermined retry limit R, the frame
is discarded.

After a (successful or unsuccessful) frame trans-
mission, before transmitting the next frame, the
CAF must execute a new backoff process. As an
exception to this rule, the protocol allows the con-
tinuation of an EDCA transmission opportunity
(TXOP). A continuation of an EDCA TXOP oc-
curs when a CAF retains the right to access the
channel following the completion of a transmis-
sion. In this case, the CAF transmits a new frame
a SIFS period after the completion of the preced-
ing transmission. The period of time a CAF is al-
lowed to retain the right to access the channel is
limited by the transmission opportunity limit
parameter (TXOP_limiti).

All the frames transmitted in EDCA include a
duration field that indicates the period of time
that the transmission and corresponding Ack
frame will occupy the channel. Upon receiving a
frame, a station sets its NAV (Network Allocation
Vector) timer to the value given by the frame�s
duration field. While this timer does not expire,
the station behaves as if the medium was busy.
Note that this mechanism protects the transmis-
sion from any station that receives correctly the
duration field part of the transmission.

The RTS/CTS mechanism is defined as op-
tional for EDCA. With this mechanism, a CAF
that has a frame to transmit follows the same
backoff procedure as described above, and then,
instead of the frame, preliminarily transmits a
special short frame called Request To Send
(RTS). When the receiving station detects an
RTS frame, it responds, after a SIFS time, with
a Clear To Send (CTS) frame. The CAF is al-
lowed to transmit its frame only if the CTS frame
is correctly received; in this case, the frame trans-
mission proceeds after a SIFS time, and it is fol-
lowed by an Ack. Since both the RTS and CTS
frames include a duration field, the RTS/CTS
mechanism ensures that a frame transmission that
uses this mechanism will not be disrupted by any
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station that receives correctly either the RTS or
the CTS frames.

In the case of a single station running more than
one CAF, if the backoff time counters of two or
more CAF�s of the station reach zero at the same
time, a scheduler inside the station avoids the
internal collision by granting the access to the
channel to the highest priority CAF. The other
CAF�s of the station involved in the internal colli-
sion react as if there had been a collision on the
channel, doubling their CWi and restarting the
backoff process.

As it can be seen from the description of EDCA
given in this section, the behavior of a CAF de-
pends on a number of parameters, namely
CW min

i , CW max
i , AIFSi and TXOP_limiti. These

are configurable parameters that can be set to dif-
ferent values for different CAF�s. The standard
draft groups CAF�s by Access Categories (AC�s),
all the CAF�s of an AC having the same configura-
tion, and limits the maximum number of AC�s in
the WLAN to 4.

The rest of the paper is devoted to the analysis
of the throughput distribution of the WLAN as a
function of the above EDCA parameters, and to
the search for the optimal configuration of these
parameters.
3. Throughput analysis

In this section we present an analysis of the
throughput distribution of EDCA under satura-
tion conditions and validate it via simulation. We
initially assume that each station has only one
CAF, and then extend the analysis to the multiple
CAF�s per station case. When there is only one
CAF per station, the terms CAF and station are
used indistinctly.

3.1. Model

Consider a WLAN with a fixed number of
EDCA stations, each station with one CAF. We
refer to a station with a CAF of AC i simply as
a station of AC i. Let n be the number of AC�s
in the WLAN, ni the number of stations of AC i
and fCW min
i ;CW max

i , AIFSi, TXOP_limiti} the
EDCA parameters of AC i. Let us define mi such
that CW max

i ¼ 2mi CW min
i and Ai such that AIFSi = -

DIFS + Air. Let us further define Sk as the set of
AC�s with Ai 6 k and N as the largest Ai in the
WLAN.

Our analysis is built around two variables: (1)
si, the probability that a station of AC i trans-
mits upon decrementing its backoff time counter
and (2) p(ci), the probability that a transmission
attempt of a station of AC i collides. To com-
pute these two variables for each AC, our
analysis is based on the following two approxi-
mations:

• To express si as a function of p(ci), we use the
approximation of [17,18] that each trans-
mission attempt of a station collides with a
constant and independent probability, i.e., we
consider that p(ci) can be taken as a constant
value.

• To express p(ci) as a function of the si�s, we use
the approximation of [19] that backoff times fol-
low a geometric distribution of parameter si,
i.e., we consider that stations transmit upon a
backoff counter decrement with a constant
and independent probability and therefore the
si�s can be taken as constant values.

We note that the above two approximations are
complementary. In fact, assuming constant si�s
does not yield constant p(ci)�s, and viceversa. We
further note that it is intuitive that both approxi-
mations result more accurate as long as the ni

and CW min
i values get larger.

In saturation conditions, a station always has a
packet available for transmission, and needs to
wait for a random backoff time before transmitting
it. Let b represent the backoff time counter, and s

the number of retransmissions suffered, after a
backoff time counter decrement of the station.
With our approximation that each transmission
attempt collides with a constant and independent
probability, it is possible to model the process
{b, s} with the same Markov chain as Fig. 5 of
[18]. Then, si can be computed as a function of
p(ci) from Eq. (1), as given by [18].



si¼

2ð1�2pðciÞÞð1�pðciÞRþ1Þ
CW min

i ð1�ð2pðciÞÞRþ1Þð1�pðciÞÞþð1�2pðciÞÞð1�pðciÞRþ1Þ
; R6mi;

2ð1�2pðciÞÞð1�pðciÞRþ1Þ
CW min

i ð1�ð2pðciÞÞmiþ1Þð1�pðciÞÞþð1�2pðciÞÞð1�pðciÞRþ1ÞþCW min
i 2mi pðciÞmiþ1ð1�2pðciÞÞð1�pðciÞR�miÞ

; R>mi.

8>>>><
>>>>:

ð1Þ
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Let us define a slot time as the time interval be-
tween two consecutive backoff time counter decre-
ments of a station with minimal AIFSi, i.e.,
AIFSi = DIFS. We say that the slot time is empty
when there is no transmission ongoing on the
channel during this interval. Let us further define
a k-slot time as a slot time that is preceded by k

or more empty slot times, and let p(ek) denote
the probability that a randomly chosen k-slot time

is empty.
As a station with Ai = k starts decrementing its

backoff time counter only after k empty slot times
following a nonempty slot time, the backoff time
counter decrements of this station coincide with
the boundaries of the k-slot times. Therefore, a sta-
tion of AC i, with Ai = k, transmits in a k-slot time
with probability si, and does not transmit in any
other slot time (see Fig. 1).

To compute p(ci), we use the approximation
that backoff times follow a geometric distribution
of parameter si, with which a station of AC i trans-
mits in each k-slot time with an independent prob-
ability si. With this approximation, the probability
p(ci) that a transmission of a station of AC i col-
lides is equal to the probability that some other
station transmits in a k-slot time, and the probabil-
nonempty nonempty

0-slot
times

... ...

1-slot
times

2-slot
times

nonempty

backoff
counter

decrements

...

...

...

...

...

probability of
transmission

(A i = 2)
(A i = 2)

...

...

...

...

iiii i

slot
times

Fig. 1. k-slot times and probability of transmission (example
with k = 2).
ity that a k-slot time is empty can be computed as
the probability that a given station of AC i does
not transmit multiplied by the probability that
no other station transmits:

pðekÞ ¼ ð1� siÞð1� pðciÞÞ; ð2Þ
which yields

pðciÞ ¼ 1� pðekÞ
1� si

. ð3Þ

If the previous k-slot time before a given k-slot

time is not empty, in this k-slot time only the
AC�s with Ai 6 k (i.e., the AC�s that belong to
the set Sk according to our previous definition)
may transmit, and, with our approximation, they
transmit with an independent probability si. If
the previous k-slot time is empty, the given k-slot

time is preceded by k + 1 or more empty slot times,
which is exactly the definition of (k + 1)-slot time,
and therefore such a k-slot time is empty with
probability p(ek+1). Applying this reasoning (see
Fig. 2), p(ek) can be written as

pðekÞ ¼ ð1� pðekÞÞ
Y
j2Sk

ð1� sjÞnj þ pðekÞpðekþ1Þ.

ð4Þ
As (with our definition of N) in an N-slot time

the stations of all AC�s may transmit, the following
equation holds:
nonempty nonempty... ...

1-slot
times

... ...

2-slot
times

... ...

nonempty only AC's of set
S1 may transmit

empty 2-slot
time

slot
times

Fig. 2. Probability of an empty k-slot time (example with
k = 1).
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pðeN Þ ¼
Y
j2SN

ð1� sjÞnj . ð5Þ

Starting from si "i, with Eq. (5) we can com-
pute p(eN). Then, with Eq. (4) for k = N � 1, we
can compute p(eN�1). Applying this recursively,
we can compute p(ek) "k. Then, from Eq. (3) we
can compute p(ci) from which we can compute si

with Eq. (1). We conclude that with the above
equations we can express each si as a function of
si "i, with i 2 {1, . . . ,n}. We therefore have a sys-
tem of n non-linear equations on the si�s that can
be resolved using numerical techniques. Unique-
ness of the solution is given by Theorem 1,4 Note
that, as n is limited to 4 by the standard draft,
our system of equations consists of only 4 equa-
tions at most and therefore can be solved at a rea-
sonably low computational cost.

Once the values si "i have been obtained, the
throughput experienced by a station of AC i, ri,
is computed as the average payload information
transmitted by the station in a slot time divided
by the average duration of a slot time [18]:

ri ¼
pðsiÞl

pðsÞT s þ pðcÞT c þ pðeÞr ; ð6Þ

where p(si) is the probability that a randomly cho-
sen slot time contains a successful transmission of
a given station of AC i, l is the average payload
size of a transmission, p(s), p(c) and p(e) are the
probabilities that a slot time contains a successful
transmission, a collision or is empty, respectively,
and Ts, Tc and r are the average slot time dura-
tions in each case.

To compute Ts and Tc, we assume here that the
RTS/CTS option is not used and that all stations
transmit a single frame of constant payload size
when they gain access to the channel.5 Note that,
using the formulae given in [17] for Ts and Tc in
the RTS/CTS and the variable payload size cases,
the model can easily be extended to these cases.
With the given assumptions:
4 The theorems and their proofs can be found at Appendix A.
5 Note that, with this assumption, the TXOP_limiti parameter

has no impact on the throughput distribution. This parameter is
no further considered in our throughput analysis.
T s ¼ T PLCP þ
H þ l

C
þ SIFS þ ACK þ DIFS; ð7Þ

T c ¼ T PLCP þ
H þ l

C
þ EIFS; ð8Þ

where TPLCP is the PLCP (Physical Layer Conver-
gence Protocol) preamble and header transmission
time, H is the MAC overhead (header and CRC),
ACK is the duration of an acknowledgement frame
transmission and C is the channel bit rate.

The probability that a slot time is empty is by
definition

pðeÞ ¼ pðe0Þ. ð9Þ
Let us define pk as the probability that a ran-

domly chosen slot time is a k-slot time. Since a slot
time is a k-slot time if and only if the previous slot
time is a (k � 1)-slot time and is empty (see Fig. 2),
this probability can be expressed as

pk ¼ pk�1pðek�1Þ. ð10Þ
Starting from p0 = 1 (which holds by definition)

and applying the above recursively it follows:

pk ¼
Yk�1

j¼0

pðejÞ. ð11Þ

The probability that a random slot time con-
tains a success of a given station of AC i can be
computed as

pðsiÞ ¼
XN

k¼Ai

pðSkÞpðsi=SkÞ; ð12Þ

where p(Sk) is the probability that a randomly cho-
sen slot time is allowed for transmission to only
the AC�s of set Sk and p(si/Sk) is the probability
that a slot time in which only the AC�s of set Sk

may transmit contains a success of a given station
of AC i.

A slot time is allowed for transmission to only
the AC�s of set Sk, for k < N, if the slot time is a
k-slot time but not a (k + 1)-slot time.6 For
k = N, we have that the AC�s of set SN are allowed
to transmit in any N-slot time. Thus,
6 Note that a slot time that is a k-slot time but not a (k + 1)-
slot time is preceded by exactly k empty slot times, and therefore
only the AC�s with Ai 6 k (i.e., the AC�s of set Sk) may transmit
in such a slot time.



Table 1
WLAN system parameters

TPLCP 192 ls
H 34 bytes
C 11 Mbps
r 20 ls
SIFS 10 ls
PIFS 30 ls
DIFS 50 ls
ACK 304 ls
EIFS SIFS + ACK + DIFS
Ack_Timeout SIFS + ACK

 1
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 8  16  32  64  128  256  512  1024

)spb
M(

noitats
reptuphguorh

T

CW1
min

Analysis, n1 = 2
Simulations, n1 = 2

Analysis, n1 = 4
Simulations, n1 = 4

Analysis, n1 = 10
Simulations, n1 = 10

Analysis, n1 = 20
Simulations, n1 = 20

Fig. 3. Homogeneous configuration.
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pðSkÞ ¼
pk � pkþ1; k 6 N � 1;

pN ; k ¼ N .

�
ð13Þ

The probability that a slot time in which only
the AC�s of set Sk may transmit contains a success
of a given station of AC i corresponds to the prob-
ability that this station transmits and no other sta-
tion of set Sk transmits:

pðsi=SkÞ ¼ sið1� siÞni�1
Y

j2Skni
ð1� sjÞnj . ð14Þ

Finally, the probability that a slot time contains
a success can be computed as the sum of the indi-
vidual success probabilities:

pðsÞ ¼
X
i2SN

nipðsiÞ; ð15Þ

and the probability that it contains a collision can
be obtained from

pðcÞ ¼ 1� pðeÞ � pðsÞ; ð16Þ
which terminates the throughput analysis.

3.2. Multiple CAF’s per station

We now present an extension of the above mod-
el to the case of multiple CAF�s per station. The
key approximation of the extension is to assume
that the si�s obtained in the case of one CAF per
station also hold for this case. Indeed, as only a
few of the collisions are avoided, the p(ci) values,
and as a result the si values, will be very similar
in both cases.

With the above approximation, the only differ-
ence with respect to the analysis of the previous
section is that, in case of multiple CAF�s per sta-
tion, internal collisions are resolved in favor of
the highest priority CAF. Specifically, a transmis-
sion of a CAF i is successful as long as no CAF
other than the lower priority CAF�s of the same
station transmits in the same slot time.

According to the above, we rewrite Eq. (14) for
a CAF i belonging to AC j as follows:

pðsi=SkÞ ¼ sjð1� sjÞnj�1�ni
j
Y

l2Sknj
ð1� slÞnl�ni

l ; ð17Þ

where ni
l is the number of CAF�s of the same sta-

tion as CAF i that belong to AC l and have a lower
priority than CAF i.
3.3. Model validation

To validate the model, in this section we com-
pare its results with those obtained via simulation
with a simulator based on the EDCA extension of
[20] for ns-2 [21]. For all tests, stations are located
at a distance from each other such that all the
frames that do not collide are received without er-
rors. We take a fixed frame payload size of 1500
bytes, mi equal to 6 (i.e., CW max

i ¼ 26CW min
i ), R

equal to 8 and the system parameters of Table 1.
Unless otherwise stated, all AC�s are configured
with Ai = 0 and there is only one CAF per station.
For the simulation results, average and 95% confi-
dence interval values are given (note that in many
cases confidence intervals are too small to be
appreciated in the graphs).

1. Homogeneous configuration: In the simplified
case of only one AC (i.e., same configuration for
all stations), our model becomes equivalent to
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the one of [18] for DCF. Fig. 3 shows the analyti-
cal and simulation results obtained for this homo-
geneous scenario, for varying n1 and CW min

1 values.
2. Different CW min

i : We next study the through-
put distribution when we have two AC�s (AC 1
and AC 2) with a different CW min

i each (CW min
1

and CW min
2 ). Figs. 4 and 5 show the throughputs

obtained by AC 1 and AC 2 stations when
CW min

2 =CW min
1 is equal to 2 and 10, respectively.

Results are given as a function of CW min
1 (in the

x axis) and for different numbers of stations
(namely, 2 and 10 stations per AC, i.e.,
n1 = n2 = 2 and n1 = n2 = 10).

3. Different AIFSi: Figs. 6 and 7 show the
throughput distribution resulting from two AC�s
sharing the channel with a different AIFSi each;
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Fig. 7. Different AIFSi; A2 = 5.
A1 is equal to 0 in both figures, while A2 takes
the values 1 and 5, respectively. Results are given
for different CW min

i values (the same for both
AC�s) and numbers of stations.

4. Heterogeneous configuration: Our next sce-
nario corresponds to 4 AC�s, i 2 {1, . . . , 4}, sharing
the channel with a different CW min

i and AIFSi each.
Specifically, we take CW min

i ¼ 2i�1CW min
1 for

i 2 {2, . . . , 4} and Ai = i � 1 for i 2 {1, . . . , 4}. Re-
sults, in Figs. 8 and 9, are given for different
CW min

1 values as well as different numbers of sta-
tions per AC (2 and 10, respectively).

5. Multiple CAF�s per station: To validate the
model for the multiple CAF�s per station case,
we study a scenario analogous to the experiment
of Fig. 8: two stations share the wireless channel
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7 Weighted max–min fairness is, e.g., the criterion provided
by Weighted Fair Queueing, which is the most widely imple-
mented mechanism for throughput allocation in wired links.
Many works in the literature have aimed at providing weighted
max–min fairness in WLAN (see, e.g., [25–28]).
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with four CAF�s each, i 2 {1, . . . , 4}, with CAF i

belonging to AC i (all AC�s configured in the same
way as the analogous experiment) and with a high-
er priority than the CAF�s j of the station with
j < i. The results are given in Fig. 10. Compared
to Fig. 8, we observe a (slightly) higher level of dif-
ferentiation, caused by the additional prioritiza-
tion introduced.

6. Discussion: The simulations performed vali-
date our model, as simulation results match accu-
rately the analytical ones: analytical results (lines)
follow closely simulations (points) in all experi-
ments. As predicted by the analysis, accuracy in-
creases with ni and CW min

i ; however, simulations
show that also for a small number of stations (as
small as 2 per AC) and low CW min
i values (as low

as 8) results are accurate.
4. Optimal configuration for throughput allocation

In the previous section we have analyzed the
throughput distribution with 802.11e EDCA as a
function of a number of open parameters, the con-
figuration of which is an important unresolved is-
sue. In this section we address, based on this
analysis, the issue of finding the optimal configura-
tion of EDCA for throughput allocation.

4.1. Throughput allocation criterion

While there are many different criteria proposed
in the literature for throughput allocation,
weighted max–min fairness [22–24] is a widely ac-
cepted one.7 The weighted max–min fair allocation
is the one that maximizes the minimum ri/wi in the
system, ri being the throughput allocated to entity i

and wi the entity�s weight.
In this section we set our objective to find the

configuration that provides weighted max–min
fairness in the WLAN, the WLAN stations being
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our entities,8 and the saturation throughput of a
WLAN station its allocated throughput. Note that
the saturation throughput in a WLAN corre-
sponds to the notion of allocated throughput in
weighted max–min fairness: the former assumes
that all stations always have packets to transmit,
while the latter assumes that all entities are using
all the throughput to which they are entitled.

In the rest of the paper we refer to a configura-
tion providing a better throughput performance
than another when it provides a greater min(ri/wi).

4.2. AIFSi configuration

According to the above, our goal is to find the
configuration that maximizes the minimum ri/wi

in the WLAN, ri being the saturation throughput
of a station of AC i and wi the weight assigned
to the AC. From the throughput analysis of Sec-
tion 3, we have seen that the throughput distribu-
tion depends on the {si,Ai} configuration. Our
goal can therefore be reformulated as to find the
{si,Ai} configuration that leads to max(min(ri/
wi)). We initially assume that we have the freedom
to fix the si�s to any value.

Following Theorem 2, we can restrict our
search to the configurations with Ai = 0 "i, since,
according to the theorem, for any configuration
with Ai 5 0 for some i, there exists a configuration
with Ai = 0 "i that provides equal or better
throughput performance. We note that the impli-
cations of this theorem, i.e., that the AIFS mecha-
nism performs worse than the CW mechanism for
throughput allocation, are rather surprising and
one of the main findings of this paper. Indeed, as
the AIFS mechanism avoids collisions between
high and low priority stations in some of the slot
times (specifically, those following a transmission),
it would (wrongly) seem that it is more efficient
than the CW mechanism, for which collisions be-
tween high and low priority stations may occur
in any slot time.
8 We initially search for the optimal configuration when there
is only one CAF per station, and use indistinctly the terms CAF
and station. In Section 4.5 we extend the search to the multiple
CAF�s per station case and, in this case, our entities are the
CAF�s.
Note that, with Ai = 0 "i, the throughput anal-
ysis of Section 3.1 is simplified to Eq. (6) with p(s)
and p(c) computed according to Eqs. (15) and (16),
and p(si) and p(e) computed as follows:

pðsiÞ ¼ sið1� siÞni�1
Y
j2Sni
ð1� sjÞnj ; ð18Þ

pðeÞ ¼
Y
i2S

ð1� siÞni ; ð19Þ

where S is the set of all the AC�s in the WLAN.

4.3. CW min
i and mi Configuration

Following Theorem 3,9 we can further restrict
our search to the solutions that satisfy

ri

rj
¼ wi

wj
8i; j; ð20Þ

since, according to the theorem, for any configura-
tion that does not satisfy the above condition,
there exists a configuration that satisfies the condi-
tion and provides equal or better throughput per-
formance. This reduces our problem to finding the
si values that maximize the min(ri/wi) under the
constraint of Eq. (20).

From Eq. (20) we have

rj ¼
wjP

i2Sniwi
r; ð21Þ

where r is the total throughput in the WLAN.
With the above, the problem of finding the opti-

mal configuration can be reformulated as to find
the si values that maximize r subject to the condi-
tion of Eq. (20), as any other set that satisfies this
condition will lead to smaller ri "i, and therefore
smaller min(ri/wi).

The total throughput r can be expressed as

r ¼ pðsÞl
pðsÞT s þ pðcÞT c þ pðeÞr

¼ l

T s � T c þ pðeÞðr�T cÞþT c

pðsÞ

. ð22Þ
9 We note that Theorem 3 and the CW configuration analysis
presented here partially reuses some of our previous results of
[29].
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As l, Ts, and Tc are constant, maximizing the
following expression will result in the maximiza-
tion of r:

r̂ ¼ pðsÞ
pðeÞðr� T cÞ þ T c

. ð23Þ

With the simplified throughput analysis given in
Section 4.2, the condition of Eq. (20) can be rewrit-
ten as

sið1� sjÞ
sjð1� siÞ

¼ wi

wj
. ð24Þ

Under the assumption of si� 1 "i—which is
reasonable in optimal operation, as large si values
would lead to a high collision probability—Eq.
(24) is approximately equivalent to

si

sj
� wi

wj
ð25Þ
CW min
i ¼ ð1� 2pðciÞÞð1� pðciÞRþ1Þ

ð1� ð2pðciÞÞmiþ1Þð1� pðciÞÞ þ 2mi pðciÞmiþ1ð1� 2pðciÞÞð1� pðciÞR�miÞ
2

sopt
i

� 1

� �
. ð33Þ

10 Note that, for sopt
i � 1, the error resulting from the

rounding operation is very small.
11 Note that in the DCF standard, in which CW min

i and CW max
i

are statically set, CW max
i is chosen to be larger than CW min

i so
that after each unsuccessful transmission the contention win-
dow is increased, reducing thus the probability of a new
collision. However, this is not necessary in our case, as we can
directly adjust the contention window values so that the
resulting collision probabilities correspond to optimal
operation.
and r̂ can be approximated by

r̂ � aðs1=w1Þ � bðs1=w1Þ2

cðs1=w1Þ þ r
; ð26Þ

where AC 1 is taken as reference, with

a ¼
X
i2S

niwi; ð27Þ

b ¼
X
i2S

X
j2Snf1;...;ig

ninjwiwj; ð28Þ

c ¼
X
i2S

niwiðT c � rÞ. ð29Þ

The optimal value of s1, sopt
1 , that maximizes r̂

can then be obtained by

dr̂
ds1

����
s1¼sopt

1

¼ 0) bc
sopt

1

w1

� �2

þ 2br
sopt

1

w1

� �
� ar ¼ 0;

ð30Þ
which yields

sopt
1 ¼ w1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðbrÞ2 þ abcr

q
� br

bc
. ð31Þ

Finally, applying Eq. (24) to sopt
1 , we obtain our

approximation to the optimal si values:

sopt
i ¼

wis
opt
1

w1ð1� sopt
1 Þ þ wis

opt
1

. ð32Þ

The remaining challenge is to find the CW min
i

and mi configuration that leads to the optimal si

values obtained above. From Eq. (1), we have that
si can be adjusted as a function of two parameters,
CW min

i and mi. As a consequence, we have one level
of freedom to adjust these parameters in order to
obtain the desired si. If we fix mi, then the CW min

i

value that leads to sopt
i can be computed from

Eq. (1) as given by Eq. (33), where p(ci) is com-
puted from the sopt

i values according to Section 3.
Note, however, that Eq. (33) does not necessar-
ily yield an integer CW min

i value; to meet the
requirement that contention windows must take
integer values, we round CW min

i to the closest inte-
ger, i.e.,10

CW min
i ¼ round int CW min

i ðEq. (33)Þ
� �

. ð34Þ

In the rest of this paper, unless otherwise spec-
ified, we set mi = 0 "i,11 from which CW min

i ¼
CW max

i ¼ CW i. With this setting, Eq. (33) is simpli-
fied to
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CW i ¼
2

sopt
i

� 1. ð35Þ
4.4. TXOP_limiti Configuration

The remaining open issue is to find the optimal
TXOP_limiti configuration. Throughput perfor-
mance increases with larger TXOP_limiti values,
since larger transmission times means lower over-
head for each transmitted bit. However, TXOP_
limiti can not be set based only on throughput
performance considerations, as throughput perfor-
mance would be optimized with infinite payload
size transmissions, but this would lead to infinite
delays, which is clearly undesirable.

Based on the above, we propose to set the TXO-
P_limiti of all the AC�s to the maximum acceptable
value according to delay and/or other consider-
ations, while configuring the other three parame-
ters (CW min

i , CW max
i and AIFSi) following the

algorithm given in this paper. For example, given
a maximum allowed delay, if the other EDCA
parameters are configured according to the formu-
lae given here, then the value of the TXOP_limiti

parameter can be computed from our delay model
of EDCA in [16].

In the rest of the paper, we assume that the con-
figuration of the TXOP_limiti parameter is set to a
fixed value (corresponding to a certain payload
size) and do not further consider this parameter.

4.5. Multiple CAF �s per station

For the multiple CAF�s per station case, Eq.
(24) is rewritten as follows:

si

sj
Q

k2Hj

1� sk
¼ wi

wj
; ð36Þ

where CAF i is the highest priority CAF of a sta-
tion, CAF j is another CAF of the same station
and Hj is the set of CAF�s of the station with
higher priority than CAF j.

Our computation of the optimal configuration
in this case is based on the following observation.
Since collisions in an optimally configured WLAN
are very infrequent, the impact of avoiding some
of them due to the multiple CAF�s feature is negli-
gible. As a result, the optimal si values will be very
similar to the ones obtained in the previous sec-
tion. In particular, if we keep one of the si�s (e.g.,
the highest priority CAF of each station) to the
sopt

i value of the previous section, and calculate
the others such that Eq. (36) is satisfied, then the
resulting configuration will very accurately
approximate the optimal configuration.

Following the above reasoning, we compute the
optimal si of the highest priority CAF of a station
using Eq. (32), and then calculate the configuration
of the remaining CAF�s of the station, in order of
decreasing priority, applying Eq. (36) as follows:

sopt
j ¼

wj

wi

sopt
iQ

k2Hj
1� sopt

k

; ð37Þ

from which the CWi values are then obtained
using Eq. (35).
4.6. Optimal configuration validation

The optimal configuration proposed here is
based on a number of approximations. To assess
the validity of the configuration proposed, in this
section we compare it with the result of performing
an exhaustive search over the entire configuration
space. Specifically, we evaluate (analytically or via
simulation) the throughputs resulting from all pos-
sible configurations (or a range wide enough) and
choose the one that leads to the maximum min(ri/
wi), against which we compare our configuration.

In the following, we refer to the three methods
mentioned above as ‘‘our approximation’’ to the
optimal configuration, ‘‘analytical exhaustive
search’’ and ‘‘simulation exhaustive search’’. Note
that the analytical and simulation exhaustive
search methods are unfeasible for practical use, as
they require a large amount of time and computa-
tional resources to find the optimal configuration;
our intent here is to use them as a benchmark to as-
sess the accuracy of our approximation.

In experiments 1, 2, 3 and 4 we restrict the
exhaustive search to the configurations with
Ai = 0 and mi = 0. Experiments 5 and 6 confirm
that these restrictions do not affect the search for
the optimal. Unless otherwise stated, the same
parameters as in Section 3.3 are used.
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1. One AC: We first study the simplest possible
scenario in which there is only one AC present in
the WLAN with weight w1 = 1. In this case, our
objective of maximizing the minimum ri/wi is
equivalent to finding the CW1 value that, configur-
ing the AC with this value, maximizes the individ-
ual throughputs.

Fig. 11 shows the optimal configuration result-
ing from our approximation, analytical exhaustive
search and simulation exhaustive search, for differ-
ent numbers of stations. The resulting throughputs
are given for each case; the throughputs obtained
analytically are represented with lines, and the
throughputs obtained via simulation with points
and confidence intervals. For the simulation
exhaustive search, the simulation throughputs
have been obtained by rerunning the simulations
for the selected configuration with different seed
values.

We observe that the optimal CW1 values given
by our approximation are very close to the ones
obtained with the exhaustive search methods,
and the resulting throughputs are practically iden-
tical. As throughput is the only relevant metric for
our objective of maximizing min(ri/wi), we con-
clude that these results validate our approach.

We also observe from the figure that simulation
results match the analytical ones very accurately.
In fact, simulations of Section 3.3 show that the
accuracy of our model increases with CWi, and,
for non-small CWi values, analytical results match
simulations almost perfectly. The results obtained
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Fig. 11. One AC.
in the present experiment show that the optimal
CWi for two stations is already relatively large,
and it increases with the number of stations. From
this, it follows that the throughput results obtained
analytically and via simulation will be practically
identical for any scenario configured optimally.

For a number of AC�s greater than 1, the simu-
lation exhaustive search method becomes practi-
cally unfeasible, as the number of simulations
required to explore an area wide enough to be sure
that it contains the optimal becomes too large.12

As a consequence, in the remaining experiments
of this section we restrict ourselves to the compar-
ison of our approximation against the analytical
exhaustive search method. As, according to above
paragraph, analytical and simulation throughputs
are practically identical for an optimally config-
ured WLAN, we argue that the difference in terms
of the provided min(ri/wi) between the analytical
and simulation exhaustive search methods will be
negligible.

2. Two AC�s: In case of two different AC�s with
weights w1 and w2, the problem of maximizing the
minimum ri/wi acquires two dimensions: the CWi

configuration of AC 1, CW1, and of AC 2, CW2.
Our goal is therefore to find the CW1 and CW2

values that maximize the minimum ri/wi among
the two AC�s.

Fig. 12 gives the min(ri/wi), obtained analyti-
cally, with the configuration corresponding to
our approximation (points) and with the optimal
configuration resulting from performing an analyt-
ical exhaustive search in the {CW1,CW2} space
(lines). Results, given for different numbers of sta-
tions per AC (n1 = n2 = 2 and n1 = n2 = 10) and
different weights (w1 = 1,w2 2 [1, 10]), confirm that
our approximation provides a throughput perfor-
mance very close (almost identical) to the optimal
for the two AC�s case.

3. Multiple AC�s: To assess performance in case
of multiple AC�s, we study a scenario with four
AC�s, i 2 {1, . . . , 4}, each AC i with ni stations
(ni = 2 and 10) and a weight wi = w1 + (i � 1)j,
with w1 = 1 and j 2 [1, 10]. Fig. 13 shows the min
12 Note that the behavior of the throughput around the
optimal may be quite flat (see Fig. 11 for n1 P 10), which makes
the area to explore very large.
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Table 2
min(ri/wi) (Kbps), Ai 5 0

Ai n1 = n2 = 2 n1 = n2 = 10

w1 = 1 w1 = 1 w1 = 1 w1 = 1
w2 = 2 w2 = 10 w2 = 2 w2 = 10

0 1056.11 291.73 207.46 56.70
1 1051.88 291.65 207.09 56.69
2 1052.56 291.58 206.85 56.69
3 1051.94 291.57 206.49 56.68
4 1049.83 291.54 206.05 56.67
5 1047.72 291.49 205.53 56.66
6 1044.32 291.21 204.94 56.64
7 1040.60 291.23 204.27 56.63
8 1037.20 290.88 203.56 56.61
9 1033.38 290.90 202.77 56.58
10 1029.17 290.65 201.92 56.55
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(ri/wi) values, obtained analytically, corresponding
to the analytical exhaustive search method and our
approximation to the optimal configuration.
Results validate our approach also for this case,
as the throughput performance given by our
approximation is very close to the performance
of the analytical exhaustive search method.

4. Multiple CAF�s per station: Fig. 14 shows the
result of running the experiment analogous to
Fig. 13 with four CAF�s (each with a different
weight) per station. Results show that our config-
uration performs very close to the analytical
exhaustive search method. As a result of avoiding
some of the collisions, there is some improvement
in throughput performance as compared to
Fig. 13, although the improvement is so small that
it can barely be appreciated in the graphs.
5. Ai 5 0: To illustrate the result of Theorem 2,
according to which the optimal configuration is
met with Ai = 0 "i, we compare the min(ri/wi) val-
ues, obtained analytically, from performing an
analytical exhaustive search in the {CWi} space
for different Ai settings. Table 2 gives the result
of this experiment for two AC�s, with A1 = 0 and
A2 2 [0, 10]. As predicted by Theorem 2, the best
performance is achieved when A2 = 0, and then
performance decreases as A2 increases, even
though with some irregularities caused by the lim-
ited granularity on the si values, which the theo-
rem does not account for. In any case, results
validate our choice of Ai = 0 "i, as this setting al-
ways provides the best performance.

6. mi 5 0: The fact that contention windows
must take integer values introduces some rounding



Table 3
min(ri/wi) (Kbps), mi 5 0

mi n1 = n2 = 2 n1 = n2 = 10

w1 = 1 w1 = 1 w1 = 1 w1 = 1
w2 = 2 w2 = 10 w2 = 2 w2 = 10

0 1056.11 291.73 207.46 56.70
(1056.11) (291.32) (207.45) (56.68)

1 1053.06 291.70 207.37 56.70
(1051.64) (291.12) (207.30) (56.70)

2 1054.87 291.69 207.42 56.70
(1054.83) (287.68) (207.41) (56.57)

5 1055.09 291.68 207.40 56.70
(1050.15) (289.16) (207.40) (56.65)

10 1054.99 291.71 207.40 56.70
(1050.20) (288.97) (207.39) (56.64)
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Fig. 15. Optimal configuration message exchange.
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errors with respect to the optimal si values, as dis-
cussed in Section 4.3. To see whether lower round-
ing errors can be achieved by allowing mi 5 0, we
study the scenario of the experiment of Fig. 12
(with w2 = 2 and 10) for different mi values. Re-
sults for the analytical exhaustive search and our
approximation (the latter in parenthesis) are given
in Table 3. They show that throughput perfor-
mance is approximately the same for all mi values.
The reason is that rounding errors are always very
small. We conclude that this validates the choice
mi = 0 of this paper, as performance is (with minor
deviations) as good as with any other choice.
5. Architectural considerations

The optimal configuration we propose has to be
computed by a centralized entity, which we call the
Configuration Server (CS), that needs to keep track
of the number of stations in each AC and the asso-
ciated weights. The CS could be located, e.g., at
the Access Point (AP).

One way of obtaining this data is by forcing
admission control for all AC�s (this is allowed by
the standard draft). Then, all the stations issue a
request before joining an AC, and, in this way,
the CS can keep track of the number of stations
in every AC. The weight associated to an AC needs
to be provided to the CS via some external signal-
ing or static configuration.

With the above information, the CS can com-
pute the optimal configuration for each AC, and
then, announce it to the WLAN stations by means
of the beacon frames (as specified by the standard
draft). This message exchange is illustrated in
Fig. 15. The upper limit on the allowed number
of AC�s (4) ensures that the signaling load resulting
from announcing the configuration is kept small.

One crucial issue of the architecture described
above is the computational efficiency of the opera-
tions performed at the CS. With the algorithm
proposed in this paper, the computation of the
optimal configuration is very efficient, as it can
be performed with a few basic (addition, product,
square root) operations. The computation of the
resulting throughput distribution, if needed, is
equally efficient, as the si values are already given
by the optimal configuration computation and
do not need to be obtained from the non-linear
system of equations of Section 3.
6. Conclusions

This paper consists of two main parts. In the
first part we presented a model to analyze the
throughput distribution of an 802.11e EDCA
WLAN. Simulation results showed that the model
closely approximates the 802.11e EDCA protocol.
Moreover, they showed that the model provides
particular accuracy in our region of interest, i.e.,
for a WLAN optimally configured.

The second part and main contribution of the
paper was the search for the optimal configuration
of EDCA with respect to the weighted max–min
fairness criterion. This criterion allocates to each
station a throughput proportional to its assigned
weight. One possible application of the proposed
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configuration is, e.g., to offer services of different
quality and (possibly) different price for data ac-
cess in a WLAN hot spot.

Our optimal configuration was not validated
via simulation, as finding the optimal configura-
tion by means of simulations is unfeasible in terms
of simulation time. However, we gave clear evi-
dence that our optimal configuration provides a
performance very close to the ‘‘real’’ optimal, as
we validated it against the throughput analysis,
which, in turn, was validated against simulations.

One of the main findings of this paper was that
the AIFSi parameter is not used in the optimal con-
figuration. Indeed, at a first glance it would wrongly
seem that the AIFS mechanism provides a more
efficient means for throughput allocation than the
CW mechanism, as with AIFS collisions are
avoided in some of the slot times. Another contri-
bution of the paper was the computation of closed
formulae for the configuration of the CW min

i and
CW max

i parameters. These formulae were shown to
accurately approximate the optimal configuration.

The TXOP_limiti parameter was also discussed.
We reasoned that throughput performance in-
creases as the TXOP_limiti gets larger, but coun-
ter-argued that, on account of delay
considerations, this parameter cannot be set arbi-
trarily large. Given a maximum acceptable delay,
and the configuration of the other three EDCA
parameters given in this paper, the configuration
of the TXOP_limiti parameter can be set based
on a delay analysis provided elsewhere [16].

The architecture described in this paper for the
optimal configuration of EDCA WLANs is cur-
rently being implemented in the framework of
the DAIDALOS project13 and its architecture for
QoS over heterogeneous wireless networks [30].
Initial experimental results on EDCA configura-
tions in our implementation are presented in [31].
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Appendix A

Theorem 1. There exists one and only one solution

to the non-linear system of equations of Section 3.

Proof. Let us consider p(e0). From Eqs. (1) and (3),
it can be seen that si, i 2 S0, is a continuous and
monotone increasing function of p(e0). Applying
Eq. (4) and considering this relationship between
si and p(e0), it can be seen that p(e1) is a continuous
and monotone increasing function from 0 to 1 of
p(e0). Applying this recursively, it follows that si

"i is a continuous and monotone increasing func-
tion of p(e0) and p(ek) "k is a continuous and
monotone increasing function from 0 to 1 of p(e0).

Applying the above to Eq. (5), we have that the
left-hand side of the equation is a continuous and
monotone increasing function of p(e0) that starts
from 0 and grows up to 1, while the right-hand
side is a continuous and monotone decreasing
function of p(e0) that starts at

Q
k2SN

1� skð0Þ and
reduces down to

Q
k2SN

1� skð1Þ; from this, it
follows that this equation has a unique solution.
Taking the resulting p(e0) and undoing all the
previous steps we have a solution to the system.
Uniqueness of the solution is given by the fact that
all relationships are bijective and any solution
must satisfy Eq. (5), which (as we have shown) has
only one solution. h

Theorem 2. For any configuration {si,Ai} with

some Ai 5 0, there exists an alternative configura-

tion fs0i;A0ig with A0i ¼ 0 8i for which minðr0i=wiÞP
minðri=wiÞ.

Proof. Let N be the maximum Ai value in the ori-
ginal configuration {si,Ai}. Note that, according
to the theorem statement, we have N 5 0. Let us
define (following Section 3) SN as the set of AC�s

http://www.ist-daidalos.org/
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with Ai 6 N, i.e., all the AC�s in the WLAN. Let us
further define TN as the set of AC�s with Ai = N,
i.e., the AC�s with maximum Ai in the original
configuration.

We first consider the following alternative
configuration to the original one, which we denote
by fs�i ;A�i g. In this alternative configuration, all
the AC�s that do not belong to set TN are left with
their original configuration, i.e., A�i ¼ Ai and
s�i ¼ si for i 62 TN. The AC�s that belong to TN

(i.e., the ones with maximum Ai) are set with A�i
and s�i as follows. Their A�i is set equal to N � 1.
Note that with this, the maximum A�i of the
alternative configuration is N � 1 instead of N.
Their s�i is set equal to the only solution of the
system formed by Eqs. (38) and (39):14Y
k2T N

ð1� s�kÞ
nk ¼ 1� pðeN�1Þ

þ pðeN�1Þ
Y

k2T N

ð1� skÞnk ; ð38Þ

s�i ð1� s�j Þ
s�j ð1� s�i Þ

¼ sið1� sjÞ
sjð1� siÞ

; 8i; j 2 T N ; ð39Þ

where p(eN�1) is the probability that, with the ori-
ginal configuration, an (N � 1)-slot time is empty.

We first proof that s�i 6 si for i 2 TN. From Eq.
(38) we have

1�
Y
i2T N

ð1� s�i Þ
ni ¼ pðeN�1Þ 1�

Y
i2T N

ð1� siÞni

 !

6 1�
Y
i2T N

ð1� siÞni ; ð40Þ

which yieldsY
i2T N

ð1� s�i Þ
ni P

Y
i2T N

ð1� siÞni . ð41Þ

From Eq. (39) we have

s�i > si for some i 2 T N ) s�j > sj8j 2 T N . ð42Þ

Finally, combining Eqs. (41) and (42) leads to
s�i 6 si for i 2 TN.
14 As, from Eq. (39), we can express any s�k as an increasing
function from 0 to 1 of some reference s�i , we have thatQ

k2T N
ð1� s�kÞ

nk is a continuous and decreasing function from 1
to 0 in the range s�i 2 ð0; 1Þ. Uniqueness is then given by
1 > 1� pðeN � 1Þ þ pðeN � 1Þ

Q
k2T N
ð1� skÞnk > 0.
Let p(e)* denote the probability of empty, and
p(si)* the probability of a success of a station of
AC i, with the alternative configuration fs�i ;A�i g.
Next, we show that the following relationship
holds between these probabilities and the ones of
the original configuration: p(e)* = p(e) and
p(si)* P p(si) "i.

Applying Eq. (38) to p(eN�1)* we have

pðeN�1Þ� ¼
Y
k2SN

1� s�k ¼ ð1� pðeN�1ÞÞ
Y

k2SN�1

1� sk

þ pðeN�1Þ
Y
k2SN

ð1� skÞni . ð43Þ

From Eq. (4) it can be seen that the right-hand
side of the above equation is equal to p(eN�1),
which yields p(eN�1)* = p(eN�1). Applying Eq. (4)
recursively, it follows p(ek)* = p(ek) "k 6 N � 1,
and, therefore, p(e)* = p(e).

Combining the above result with Eq. (11) leads
to p�k ¼ pk 8k 6 N � 1 and p(Sk)* = p(Sk)
"k 6 N�2. Applying Eqs. (10) and (13) it can be
further seen that p(SN�1) = p(SN�1)*(1 � p(eN))
and p(SN) = p(SN�1)* p(eN).

To show p(si)* P p(si) "i, we proceed in two
steps: i 62 TN and i 2 TN. For i 62 TN, this is given
by
pðsiÞ� ¼
XN�1

k¼Ai

pðSkÞ�s�i ð1� s�i Þ
ni�1

Y
j2Skni
ð1� s�j Þ

nj

¼
XN�2

k¼Ai

pðSkÞsið1� siÞni�1
Y

j2Skni
ð1� sjÞnj

þ pðSN�1Þ�sið1� siÞni�1
Y

j2SN�1ni
ð1� sjÞnj

�
Y
j2T N

ð1� s�j Þ
nj

¼
XN�2

k¼Ai

pðSkÞsið1� siÞni�1
Y

j2Skni
ð1� sjÞnj

þ pðSN�1Þ�sið1� siÞni�1
Y

j2SN�1ni
ð1� sjÞnj

� 1� pðeN�1Þ þ pðeN�1Þ
Y

k2T N

ð1� skÞnk

 !



15 Note that in a slot time either none of the stations of the
AC�s of set TN transmits, a given station of AC j transmits and
no other station of the AC�s of set TN transmits, or at least one
of the other stations of the AC�s of set TN transmits. The
probability of the latter event is smaller than the sum of the
individual transmission probabilities, which yields the inequal-
ity of Eq. (48).

1766 A. Banchs, L. Vollero / Computer Networks 50 (2006) 1749–1768
¼
XN�2

k¼Ai

pðSkÞsið1� siÞni�1
Y

j2Skni
ð1� sjÞnj

þpðSN�1Þsið1� siÞni�1
Y

j2SN�1ni
ð1� sjÞnj

þpðSNÞsið1� siÞni�1
Y

j2SN ni
ð1� sjÞnj ¼ pðsiÞ:

ð44Þ

To show p(si)* P p(si) for i 2 TN, we define
pðsT N Þ as the probability that a slot time contains
a success of some station of an AC that belongs
to TN. From Eq. (39) it follows:

pðsiÞ� ¼
pðsT N Þ

�

pðsT N Þ
pðsiÞ; ð45Þ

from which, if we proof pðsT N Þ
� P pðsT N Þ, we have

p(si)* P p(si). pðsT N Þ
� is given by Eq. (46), and

pðsT N Þ by Eq. (47), K being the same value in both
equations, and f() the same function but evaluated
at a different point.

pðsT N Þ
� ¼ pðSN�1Þ�

Y
k2SN�1

ð1�s�kÞ
nk

�
X
k2T N

nks
�
kð1�s�kÞ

nk�1
Y

j2T N nk
ð1�s�j Þ

nj

 !

¼ pðSN�1Þ�
Y

k2SN�1

ð1�s�kÞ
nk 1�

Y
k2T N

ð1�s�kÞ
nk

 

� 1�
Y

k2T N

ð1�s�kÞ
nk �

X
k2T N

nks
�
kð1�s�kÞ

nk�1
Y

j2T N nk
ð1�s�j Þ

nj

! !

¼ pðSN Þ
Y

k2SN�1

ð1�skÞnk 1�
Y
k2S0N

ð1�skÞnk

0
@

1
A

� 1�
1�
Q

k2T N
ð1�s�kÞ

nk �
P

k2T N

nks�kð1�s�kÞ
nk�1 Q

j2T N nk
ð1�s�j Þ

nj

1�
Q

k2T N
ð1�s�kÞ

nk

0
B@

1
CA

¼K 1�
1�
Q

k2T N
ð1�s�kÞ

nk �
P

k2T N

nks�kð1�s�kÞ
nk�1 Q

j2T N nk
ð1�s�j Þ

nj

1�
Q

k2T N
ð1�s�kÞ

nk

0
B@

1
CA

¼K 1�f ðs�j ;j2T N Þ
	 


: ð46Þ

pðsT N Þ¼K 1�
1�
Q

k2T N
ð1�skÞnk �

P
k2T N

nkskð1�skÞnk�1 Q
j2T N nk

ð1�sjÞnj

1�
Q

k2T N
ð1�skÞnk

0
B@

1
CA

¼K 1�f ðsj;j2T N Þ
� �

: ð47Þ
Taking partial derivatives, it can be seen that f()
is an increasing function on all its arguments:15

of
osj
¼

njð1� sjÞnj�1 Q
k2T N nj

1� snk
k

ð1�
Q

k2T N

1� skÞ2

� �1þ ðnj� 1Þ sj

1� sj
þ
X

k2T N nj
nk

sk

1� sk

 

þ
Y

k2T N

ð1� skÞnk þ sjð1� sjÞnj�1
Y

k2T N nj
ð1� skÞnk

!

>

njð1� sjÞnj�1 Q
k2T N nj

1� snk
k

ð1�
Q

k2T N

1� skÞ2

� �1þ ðnj� 1Þsjþ
X

k2T N nj
nksk

 
þ
Y

k2T N

ð1� skÞnk

þsjð1� sjÞnj�1
Y

k2T N nj
ð1� skÞnk

!

> 0. ð48Þ

Since, as we have shown, s�j 6 sj 8j 2 T N , we
have from Eqs. (46) and (47) that pðsT N Þ

� P
pðsT N Þ and therefore p(si)* P p(si) for i 2 TN.

Applying the above procedure recursively to the
configuration resulting from the previous step for
N � 1,N � 2, . . . , 1 it can be seen that there exists a
configuration fs00i ;A00i g such that A00i ¼ 0 8i,
p(e)00 = p(e) and p(si)

00 P p(si) "i.
We further consider the configuration fs0i;A0ig

where A0i ¼ 0 8i; s0j ¼ s00j for the AC for which r00j =rj

is minimum, and s0i is the only solution to the
following equation for any other AC:

s0ið1� s0jÞ
s0jð1� s0iÞ

¼ ri

rj
; ð49Þ



A. Banchs, L. Vollero / Computer Networks 50 (2006) 1749–1768 1767
where ri is the throughput of a station of AC i with
the original configuration.16

From the fact that r00j =rj is minimum for AC j:

r00j
rj

min) r00i
ri

P
r00j
rj
) r00i

r00j
P

ri

rj
8i. ð50Þ

The combination of Eqs. (49), (50) and s0j ¼ s00j
leads to s0i 6 s00i for i 5 j. This implies

pðeÞ0 ¼
Y
k2SN

ð1� s0kÞ
nk P pðeÞ00 ¼ pðeÞ ð51Þ

and

pðsÞ0 ¼

P
k2SN

nkr0k

r0j
pðsjÞ0

¼

P
k2SN

nkrk

rj
s0jð1� s0jÞ

nj�1
Y

k2SN nj
ð1� s0kÞ

nk

P

P
k2SN

nkrk

rj
pðsjÞ00P

P
k2SN

nkrk

rj
pðsjÞ¼ pðsÞ: ð52Þ

Since the configuration fs0i;A0ig leads to the
same throughput ratios as {si,Ai}, and greater
empty and success probabilities, it also leads to a
greater throughput for all the AC�s:

r0i¼
riP

k2SN

nkrk
� pðsÞ0l
pðsÞ0T sþpðcÞ0T cþpðeÞ0r

P
riP

k2SN

nkrk
� pðsÞl
pðsÞT sþpðcÞT cþpðeÞr¼ ri 8i. ð53Þ

Finally, since r0i P ri 8i;minðr0i=wiÞ will be
greater than or equal to min(ri/wi), which termi-
nates the proof of the theorem. h

Theorem 3. For any configuration {si} such that ri/

rj 5 wi/wj for some i, j, there exists an alternative
configuration fs0ig that satisfies r0i=r0j ¼ wi=wj 8i; j
for which minðr0i=wiÞP minðri=wiÞ.

Proof. Let us consider the configuration fs0ig
where s0j ¼ sj, j being the AC for which rj/wj is
minimum, and s0i is the only solution to
16 Note that Eq. (49) implies r0i=r0j ¼ ri=rj.
s0ið1� s0jÞ
s0jð1� s0iÞ

¼ wi

wj
; ð54Þ

for i 5 j.
From the above equation it follows that

r0i=r0j ¼ wi=wj, which proofs the first part of the
theorem.

From s0j ¼ sj; r0i=r0j ¼ wi=wj and ri/rj P wi/wj

(given by ri/wi being minimum for AC j), it follows
that s0i 6 si 8i 6¼ j. This yields p(e) 0 P p(e) and
p(sj)

0 P p(sj), which in turn yields r0j P rj.
Since r0i=r0j ¼ wi=wj we have that

minðr0i=wiÞ ¼ r0j=wj, and since r0j P rj, we have

min
r0i
wi

� �
¼

r0j
wj

P
rj

wj
¼ min

ri

wi

� �
; ð55Þ

which terminates the proof of the theorem. h
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