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Abstract— With DiffServ Assared Forwarding, a custoiner con-
tracts a certain bandwidth, which is shared among the flows
sent by him. I the customer sends too many flows, the reatized
throughput for each will be very low, and the corresponding trans-
fer is very likely to be interrupted by its user due to its prolonged
completion time. Since the work done in transferring an incom-
plete document is generally wasted, interrupted transfers consti-
tute a significant source of inefficiency in the utilization of the con-
tracted bandwidth. In order to avold this inefficiency, we propose
the use of admission control to Yimit the number of flows of a cus-
tomer to ensure that each recelves a minimal acceptable through-
put.

1. INTRODUCTION

The Differentiated Service (DiffServ) architecture [1] has
been proposed as a scalable way of providing Quality of Service
(QoS) in the Internet. Scalability is achieved by moving com-
plicated functionality toward the edge and leaving the core with
very simple functionality. With DiffServ, packets are marked at
the ingress of the network with a DiffServ codepoint (DSCP)
and at the core they are given a forwarding treatment according
to their DSCP. Each DSCP corresponds to a Per-Hop Behavior
(PHB).

The IETF’s DiffServ Working Group has defined two PHB
groups: the Expedited Forwarding (EF) PHB [2] and the As-
sured Forwarding (AF) PHB [3]. This paper focuses on the
latter. Typically, an ISP would use the AF PHB to provide a
service where the packets of a customer are forwarded with a
very high probability as long as the aggregate traffic fiom the
customer does not exceed the target rate he has contracted, the
Committed Information Rate (CIR).

Even though the AF PHB has become a standard, there are
still some open issues that need to be understood. The most im-
portant question relates to the kind of end-to-end services that
can be provided [4], [5]. There is the concem that AF should
show some measure of predictability for paying customers. If
charging is based on the CIR, then in a predictable system a
customer would expect to receive a throughput at least equal to
the CIR.

In order to achieve this target for one-to-one services (like
IP-VPN), in {6] we proposed some configuration rules for Diff-
Serv AF. Exhaustively evaluated via simulation [7], these fules
proved to work well for UDP traffic, but we also showed that
there was room for improvement in the case of TCP. In [8]
we proposed the Random Early Marking (REM) scheme: to im-
prove the performance of AF customers sending TCP flows, by
early notifying TCP sources of congestion. In this paper we ad-
dress the issue of improving the performance of TCP flows by
performing intra-customer admission control. In line with [6]

and [8], in this paper we focus on one-to-one services (i.e. all
flows of a customer traverse the same path) and TCP-only cus-
tomers (all flows sent by a customer are TCP). We betieve that
the solutions proposed in [6], [8] and the one we present here
are complementary and can be combined to optimize perfor-
mance.

TCP flows correspond to the transfer of some document
(Web page, file, MP3 track,...) and adapt their rate to the
available bandwidth. With DiffServ AF, the TCP flows that
belong to the same customer share the capacity available for
this customer. Let’s assume that this capacity is equal to the
CIR contracted by the customer, Then, if the traffic demand® of
the customer is less than the CIR (underload), ail transfers can
be completed and quality of service is generally good. On the
other hand, if demand exceeds the CIR (overload), congestion
necessarily ensues.

If users® did not react on overload, the number of flows in
progress of the customer would increase indefinitely as long
a8 the overload lasted, and the per-flow throughput would tend
to zero. In practice, however, as transfer times grow longer
some users become impatient and intetrupt their transmissions.
Similarly, as bandwidth tends to zero and packet loss increases,
higher layer protocols consider the connection to be broken and
abandon. In either case, all the work done in partiaily transfer-
ring a document is wasted, and the useful throughput or good-
put experienced by the customer is lower than his CIR.

In this paper we propose to perform admission control on
the TCP flows of a customer to ensure that any accepted flow
of the customer receives a minimal acceptable throughput such
that it can be completed. We argue that intra-customer admis-
sion control is essential to avoid wasting the customer’s CIR on
incomplete transfers.

The need for admission control for TCP flows had already
been identified by Massoulié and Roberts [9]. The main differ-
ence between their approach and ours is in concept: while in [9]
admission control is applied on a link basis in order to improve
the efficiency of the link’s utilization, in our approach admis-
sion control is applied on a customer basis in order to improve
the efficiency of the customer’s CIR, In addition, there are other
important differences between [9] and our approach. In [9],
per-flow admission control is performed in all links, which may
result in-scalability problems when applied to high speed core

1By traffic demand, we mean the flow amival rate multiplied by the expected
volume of dats to be transferred.

[ is important to note the difference between a user and a customer. We
refer to customer as the entity that contracts the DiffServ AF service. By user
we mean the petson originating the file fer. A typical could be
a web server that contracts the AF service to provide its clients with a high
quality of service; the users of this customer are the clients that connect to the
wel server.
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Fig. 1. Token Bucket algorithm.

routers. In contrast, in our approach admission control is only
performed in lower speed edge routers. In [9] packets of re-
jected flows are dropped. In our approach, they are just marked
with a lower level of drop precedence (they will be dropped
only if they traverse a congested link).

The rest of the paper is structured as follows. In Section II
we present our approach to perform admission control for TCP
flows in AF. In the explanation of the approach, the admissibil-
ity criterion for new flows is left as an open issue. In Section III
we study this issue analytically, and in Section IV we study it
via simulation. Finally, Section V closes the paper with the
conclusions.

IT. INTRA-CUSTOMER ADMISSION CONTROL

In this paper we assume that the Assured Forwarding PHB
is implemented with the WRED algorithm [10] with two levels
of drop precedence {(in and out). The admission control scheme
we propose, however, could be easily extended to three levels
of drop precedence (green, yellow and red).

WRED works as follows. Packets entering the network are
marked in profile or out of profile at the ingress according to
the Token Bucket algorithm of Figure 1. In this algorithm, a
token bucket of depth B is filled at the rate specified by the CIR,
where B and CIR are part of the contract with the customer.
Then, when a packet from the customer is received, it is marked
ir if there are enough bytes in the bucket for this packet, and it
is marked out otherwise. In case of in marking, a number of
bytes equal to the packet length is substracted from the bucket.

At core nodes, all packets, in and out, are put into the same
buffer. This buffer is managed in such a way that in case of con-
gestion out packets are dropped first. In this way, the WRED
algorithm guarantees that, as long as the network is configured
such that in packets alone do not cause congestion, in packets
are never dropped. In [6] we provide configuration guidelines
to achieve this behavior.

Based on the above explanation of the Token Bucket algo-
rithm, we propose to perform admission control in the follow-
ing way:

» Packets of accepted flows are marked in if there are enough

bytes in the bucket and are marked ouf otherwise.

« Packets of rejected flows are all marked out and they do

not consume bytes of the token bucket.

Admissibility of new flows should be performed according
to the following criteria:

« The rate of rejected flows or blocking probability in un-

derload should be negligible.

« A sufficiently high in marking rate for admitted flows

should be mantained in overload.

With the above, we ensure that the customer’s CIR is enly
spent on marking in packets of accepted flows. Since accepted
flows will receive a satisfactory throughput, they wiil not be
aborted, resulting this in an efficient use of the customer’s CIR.

On the other hand, packets of rejected flows will be marked
out and will most probably be dropped when traversing a con-
gested link. A rejected flow traversing a congested link will
most likely be aborted due to too low bandwidth; however,
since this flow does not consume bytes from the customer’s to-
ken bucket, this does not harm the efficient utilization of the
CIR.

Note that in the case when some flows do net traverse con-
gested links, out packets of those flows will not be dropped,
and the customer will experience a throughput larger than the
contracted CIR.

ITI. ANALYSIS

In the admission control scheme described in the previous
section, the issue of how to determine the admissibility of a
new flow according to the desired criteria is still pending. In
this section we investigate this issuc by means of the following
analytical model.

Consider a customer that has contracted a CIR equal to C
(bits/sec). TCP flows of this customer arrive according to 2
Poisson process of intensity A (flows/sec) and the sizes of the
transferred documents constitute an i.i.d. sequence of exponen-
tially distributed random variables with mean 1/ (bits/flow).
Let p denote the load offered by this customer, p = A/Cpu.

In addition, let’s assume that all the flows of the customer tra-
verse congested links, such that the total capacity experienced
by the customer is equal to his CIR. Let’s also assume that this
capacity is shared equally among the flows in progress of the
customer,

The user of a flow may grow impatient and abort his flow
before it is completed. We model the sequence of “patience du-
rations” as an i.i.d. sequence of exponential random variables
with mean 1/v (sec). We assume that admission control is im-
plemented by rejecting additional flows when there are aiready
N flows in progress from the customer.

In the above system, the number of {accepted) flows of the
customer in progress is a Markov process with a stationary

probability distribution defined by

&) s
v T, (ee/n)

In = =51 . (n
o ) i

From the above, the throughput can be derived as 1 — I,
and the blocking probability as IT 5. A formula for the goodput
is given in [11].

Figure 2 illustrates the resulting goodput for the case of a
custormer with a CIR of 500 Kbps, 2 mean document size (1/c)
of 10 Kbytes and a mean user patience duration (1/1/) of 10
sec. Results are given for an admission control threshold V =
10, 20, 30 and no admission control.

3[11] uses an analog model to the one presented here to analyze the goodput
in a link when admission control is preformed on a link basis.
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Fig. 3. Blocking Probability in undesioad.

1t can be observed that, even though in all cases the through-
put almost equals the CIR (the throughput is not shown for
space reasons), the goodputs can be significantly lower due to
user impatience (in the most extreme case, with an offered load
of 2 and no admission control, the goodput is only one half of
the CIR). However, with a proper admission control (;V < 30)
the goodput keeps high independent of the offered load.

Figure 3 illustrates the blocking probabilities with the above
admission thresholds in underload. It can be observed that if the
admission threshold is too low (N = 10), the blocking proba-
bility is undesirably high. From the above, we conclude that a
reasonable admission threshold is 10 < N < 30.

The above mode is clearly very simple and imprecise. How-
ever, we believe that it does illustrate the following points;

« Useful work accomplished by a customer can be much

lower than the CIR he has contracted.

» Applying intra-customer admission control is an effective

means to maintain useful throughput.

» There is a tradeoff between useful throughput and block-

ing probability; the admission threshold should be chosen
according to this tradeoff.

IV. SIMULATIONS

-In this section we further investigate the issue of how to de-
termine the admissibility of a new flow by means of packet level
simulations®. For this purpose, we study the performance of
two different algorithms to determine admissibility and we dis-
cuss on the simulation results obtained.

4Simulations were run by using ns-2 [12}.

Fig. 4. Simulation scenario.

A. Number of flows scheme

The first scheme we studied is the one that we analyzed in
the previous section, i.e. limiting the number of accepted flows
toN.

In order to evaluate the performance of this scheme, we ran
the following simulation (see Figure 4). A 1 Mbps link was
shared by two customers, both with a contracted CIR of 500
Kbps. The first customer sent background CBR traffic at a rate
of 1 Mbps. The second was the target customer, and sent TCP
transfers with arrivals according to a Poisson process and sizes
according to an empirical distribution®. The users of these TCP
transfers had an infinite patience®, We considered the two cases
for which the target customer sent respectively at a total aggre-
gate rate of 90% and 140% of the CIR, in order to observe the
behavior both in the underload and in the overload cases. As
measures of performance we evaluated the distribution of the
per-flow throughput and the blocking probability; for both met-
rics, average values and confidence intervals were measured.
Based on the analytical results of the previous section, we stud-
ied the performance with values for the admissibility threshold
in the range N € (10, 30).

Figures 5 and 6 show how the CIR of the target customer
is spent on the different flows depending on the flows’ expe-
rienced throughputs. The interpretation of these figures is as
follows. If the bar correspondingto 1 < S < 10 is of 0.1, this
means that 0% of the CIR is consumed by flows that experi-
ence a flow throughput between 1 Kbps and 10 Kbps (where
flow throughput = flow size / completion time of the flow).

As expected, the throughput distribution in underload (Fig-
ure 5) is always good: independent of N, almost all flows
experience a throughput above 10 Kbps. This is because in
underload all flows are able to finish within a relatively short
completion time, even when admission control is not applied.
In contrast, in overload (Figure 6) the throughput distribution
highly depends on N, With N equal to 10 and 20, most of the
customer’s CIR is spent on flows that experience an acceptable
throughput. Since these flows are not likely to be interrupted,
we conclude that these values of N guarantee an efficient uti-
lization of the CIR. N = 30 provides a worse throughput dis-
tribution, with an almost 10% of the CIR spent on flows that
experience a throughput below 10 Kbps.

®The empirical distribution has been derived from the Intemnet traffic mea-
surements given in [13].

SNote that, in case admission control is such that-all accepted flows receive
a minimal acceptable throughput so that they are not interrupted, then the user
impatience only affects the rejected flows and has no impact into our measures.
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Fig. 6. Throughput distribution with the rumber of flows scheme (load 140%).

Figure 7 shows the blocking probability as a function of N
and compares it with the theoretical ones according to the ana-
lytical model of the previous section. It can be seen that simu-
lation and analytical results are fairly close, which confirms the
analytical model used in the previous section”. With a 140%
load, we observe that the blocking probability is fairly inde-
pendent of the admission threshold N. In contrast, in under-
load there is a considerable dependency with N, with a non-
negligible blocking probability for N < 20.

From the above simulatton results, an admissibility threshold
of N = 20 appears as a reasonable choice. With this thresh-
old, all desired ctiteria stated in Section I are reasonably well
met:

"Note that simulation results show slightly higher blocking probabilities than
the analytical results. This is due to the heavy-tailed natyre. of the empirical
distribution [13], which causes the arriving load to be more bursty than with the
exponential distribution considered in our analytical model,

Fig. 7. Blocking Probability with the number of flows scheme.

o In overload almost all flows experience an acceptable
throughput. Specifically, at a load of 140%, less than 5%
of the CIR is spent on the flows that experience a through-
put lower than 10 Kbps.

« Inunderload the blocking probability is small. Specifically
at 90% load the blocking probability is lower than 5%.

However, even though the scheme studied in this subsection

meets all the desired targets fairly well, it also suffers from a
fundamental problem: if the accepted N flows send at a total
aggregate rate below the CIR (e.g. the sending rate of a telnet
session can be very low), then additional flows will be rejected
even when they could be satisfactorily admitted. Therefore, 2
scheme based on the number of accepted flows cannot possibly
guarantee an efficient utilization of the CIR, whereas a scheme
based on the observed level of congestion must be used, In
the following subsection we study the performance of such a
scheme, The results presented in this subsection will be used as
a reference to assess the performance results of the congestion-
based scheme.

B, Out marking ratio scheme

The congestion-based scheme that we studied is based on the
ratio of packets marked out, T g,y With this scheme, we monitor
the percentage of packets of accepted fiows that are marked ont.
Then, if this value exceeds a given threshold R, an incoming
new flow is rejected, otherwise it is accepted.

For the estimation of the out marking ratio r ,,,;, we measure
it in fixed time intervals of § seconds and apply exponential
smoothing with parameter . Specifically, let N7, and N2,
be the number of packets of accepted flows marked in and out,
respectively, in the interval ({n — 1)}4, nd], and let 72, be the
out marking ratio estimate derived at time né. Then, the out
marking ratio 7, is updated every § seconds according to;

n
out

Noue + NG,

n~1

Toue = (1 —a) Ton + o 2)

The values of § and « are not highly critical to the accuracy
of the method. Following a series of initial experiments, we set
d=1anda=0.1.

In order to evaluate the performance of this scheme, we ran
the same simulation as in the previous subsection. Figures 8
and 9 show the resulting throughput distribution and Figure 10
the blocking probability. From these simuiation results, an
admissibility threshold of R = 15% appears as a reasonable
choice for the present configuration, since it provides a good
tradeoff between the throughput distribution and the blocking
probability. If we compare the simulation results gbtained with
this threshold with the ones obtained with the number of flows
scheme in the previous subsection, we can observe that the
performance of both schemes is vety. similar, both in terms of
throughput distribution and blocking probability.

C. Discussion

In this section we have studied via simulation two different
schemes to determine admissibitity.
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The first scheme prevents congestion by limiting the num-
ber of accepted flows. As a consequence, congestion never oc-
curs and the throughput distribution is good. Unfortunately, this
scheme is not applicable since it may reject flows also when re-
jection is not needed, i.e. in absence of congestion. However,
the results from this scheme do show the potential of perform-
ing intra-customer admission control,

The second scheme falls into the family of congestion-based
schemes, i.¢. schemes that react by rejecting new flows upon
detecting congestion. Since these schemes only act once con-
gestion is already there, the unavoidable presence of congestion
may lead to a worse distribution of the flow throughput than the
first scheme. As a consequence, the simulation results obtained
with the first scheme give a benchmark against which to assess
the performance results of congestion-based schemes.

The specific congestion-based scheme that we have studied
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Fig. 10. Blocking Probability with the our marking ratic scheme.

in this paper is based on detecting congestion by means of the
out marking ratio. Since the results obtained with this scheme
are very close to the reference results of the number of flows
scheme, we conclude that the performance provided by the out
marking ratio scheme is satisfactory.

V. CONCLUSIONS

The propensity of flows to be interrupted as their respense
time is prolonged due to congestion is a significant source of in-
efficiency in the utilization of the CIR contracted by a customer.
The simple analytical model used in this paper illustrates that
the proportion of CIR wasted on such interrupted transfers can
be considerably high.

In order to avoid this inefficiency caused by interrupted
flows, in this paper we propose the use of intra-customer ad-
mission control, Explicit admission control using signaling for
each TCP flow would introduce an unacceptably high overhead.
Instead, we propose to perform admission control implicitly, by
simply marking our all the packets of a rejected flow.

With the proposed scheme, the customer’s CIR is only spent
on the flows that have been accepted by the admission control.
Simulation results show that the use of a proper admission con-
trol provides these accepted flows with an acceptable through-
put. Since flows with an acceptable throughput are not likely to
be interrupted, we conclude that the proposed scheme is able to
guarantee an efficient utilization of the customer’s CIR.
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