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ABSTRACT
The substitution of ATM transport by IP in future UMTS Radio
Access Networks (UTRAN) introduces several performance chal-
lenges that need to be addressed to guarantee the feasibility of its
deployment. The significant increase of the overhead requires of
header compression and multiplexing methods to achieve a usage
of the UTRAN resources similar to the ATM one. Additionally,
the specific UTRAN transport needs require the adaptation of stan-
dard packet scheduling mechanisms to efficiently use the network
resources while providing the required QoS. Our results show that,
applying header compression plus multiplexing techniques and tak-
ing into account the specific UTRAN synchronization requirements
for QoS scheduling, very significant performance improvements
can be obtained.

Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Network Archi-
tecture and Design-Wireless Communications; C.4 [Computer Sys-
tems Organization]: Performance of Systems

General Terms
Design, Performance
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1. INTRODUCTION
At the end of 1999, 3GPP (Third Generation Partnership Project)

started working toward an All-IP architecture. The architecture
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evolution was driven by two main objectives: independence of the
transport and control layer to ease the implementation of new ap-
plications up to the mobile terminal and operation and maintenance
optimization for the access network. During the transition from
3G to All-IP systems, the UMTS Terrestrial Radio Access Net-
work (UTRAN) and Core Network (CN) should evolve toward the
IP transport solution as an alternative to the original asynchronous
transfer mode (ATM) transport. The substitution of the ATM trans-
port in the UTRAN by IP (IP-RAN) has already been proposed and
specified by 3GPP for Release 5 [1], Figure 1 depicts the IP-RAN
architecture. However, this substitution raises several issues in or-
der to make an efficient use of the network that have not been fully
addressed yet by 3GPP:

The protocol overhead increases significantly when IP transport
is considered as compared to ATM. Mechanisms to improve the IP
transport efficiency have to be engineered to guarantee the feasibil-
ity of UMTS IP-based radio access networks.

Due to the ‘best effort’ nature of IP, the actual level of QoS the
network is able to guarantee to applications is uncertain. Methods
to guarantee QoS differentiation while keeping the efficient use of
the UTRAN resources are required to meet applications’ needs.
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Figure 1: IP-RAN architecure

Even though the problem of properly supporting IP in the RAN
is a recent topic, it has already received some attention in the liter-
ature. 3GPP standardization has started discussions on the conve-
nience of adopting IP-RAN as can be observed for instance in the
technical report [1]. A study comparing the efficiency of ATM and
IP transport was performed by the MWIF (Mobile Wireless Inter-
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net Forum) and can be found in [2]. Venken et al. [3] identified the
need for admission control for voice traffic in IP-RAN. Finally, the
related work closer to our study that the authors are aware of is the
one performed by Menth et al. [4] where different QoS scheduling
mechanisms were evaluated for AAL2.

In the following sections we present our proposed solutions to al-
leviate the aforementioned unefficiencies. We describe first a mul-
tiplexing scheme that improves the efficiency of the transport be-
tween the RNC and the Node-Bs. Then, in Section 3, we propose a
scheduling mechanism adapted to the UMTS radio access network
transport requirements and application needs. Finally, a summary
of the main results concludes the paper.

2. IP-RAN TRANSPORT OVERHEAD
Nowadays, the predominant traffic in current cellular networks

is voice traffic. The evolution of UMTS networks toward IP trans-
port introduces the possibility of migrating current circuit-switched
voice calls to the packet-switched domain using Voice over IP (VoIP).
However, in an IP-based UTRAN, the overhead required to trans-
mit each single VoIP packet largely exceeds the actual information
carried per packet resulting in an unefficient use of the scarce net-
works resources specially in the wireless medium and in the last-
mile links.

To reduce part of this overhead header compression schemes can
be considered. Robust Header Compression (RoHC), which has
been specially designed for the case of wireless links, can com-
press the RTP, UDP and IPv6 headers together. In [5] a perfor-
mance study of the header reduction achieved by RoHC was done
reporting an average size for the compressed header of 6 bytes.

The RoHC solution solves the first part of the problem corre-
sponding to the reduction of the overhead in the air interface. Un-
fortunately, since we can assume neither direct links from the Node-
Bs to the RNC nor RoHC-capable IP routers in the path, we can
not apply the same mechanism to reduce the overhead introduced
by the IP transport in the UTRAN. This problem has already been
studied in the literature resulting in similar solutions [2, 6, 7, 8].
The proposed solutions reduce the IP transport overhead by mul-
tiplexing several packets from different connections into a single
packet. A multiplexed packet, in contrast to a packet with a com-
pressed header, is an ordinary IP packet and can be transparently
routed through the Internet.

A multiplexing scheme based in PPP multiplexing is presented
in [7]. The advantage of this scheme as compared to other ones is
that it is based in a standardized solution [8]1.

3. QOS FOR IP-BASED UTRAN
In this section the specific requirements of the communication

between the RNC and the Node-Bs are explained followed by a de-
scription and evaluation of our proposed QoS scheduling method
which aims at taking into account both the UTRAN synchroniza-
tion requirements and the QoS application needs.

3.1 Iub Interface Specific Requirements
The communication between the RNC and the Node-Bs (Iub in-

terface) has specific synchronization requirements for packets sent
through a dedicated channel (DCH) as described in [9]. We focus
on the downlink direction (RNC to UEs) since it is the most restric-
tive one. In the following, the two synchronization requirements
that apply to the downlink communication are described.

1Due to space restrictions we had to remove these results from the
paper

First, the fact that the RNC already creates the radio frames that
are going to be sent by the Node-B over the air interface, i.e., as-
signs to each particular radio frame a connection frame number, re-
sults in a synchronization requirement which specifies that packets
have to arrive at the Node-Bs at a certain instant with a maximum
deviation corresponding to a specific receiving window value [9].
Packets arriving at an instant of time above or below this maximum
deviation trigger a timing adjustment process that is used to keep
the synchronization of the DCH data stream in the downlink direc-
tion (see Figure 2). If packets arrive at an instant of time above
a fixed maximum deviation they are discarded since the reserved
resources are not available anymore.

Receiving
Window

Early Ok Late DropDownlink Data
Frame #152

received:

Downlink radio
frames

Timing
adjustment

146 150149148147 151 152

Figure 2: RNC to Node-B Synchronization

Second, the soft- and softer-handover mechanisms require the
arrival of the radio frames at the UE received via different Node-
Bs/sectors within a certain time interval to allow for a selection
or combination of the received frames. If this synchronization re-
quirement is not fulfilled, the quality of service experienced for this
connection will be degraded and the resources used in the wired
and wireless part wasted. Figure 3 depicts the soft/softer-handover
mechanism.
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Figure 3: Soft handover synchronization requirements

In practice, these two synchronization requirements result in all
packets sent by the RNC to the Node-Bs having a common delay
deadline to meet at the same time both requirements. Therefore, all
packets traversing the Iub interface in the downlink direction have
to fulfill delay requirements.

3.2 Differentiated Packet Scheduling Design
for UTRAN

Standard scheduling solutions at intermediate routers in the path
from the RNC to the Node-Bs as Priority Scheduling, Weighted
Fair Queuing or Earliest-Deadline-First suffer from the same ma-
jor drawback: they do not take advantage of the relaxed delay re-
quirements of low priority packets since, because of performing
the differentiated scheduling once the Iub interface synchroniza-
tion requirements apply, all packets have to fulfill exactly the same
delay deadline and thus, it is no longer possible to delay some of
them without risking their arrival on time at the Node-B. Therefore,
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these solutions do not perform well in our scenario since, under
congestion, packets with low priority will very likely reach their
destination with a delay larger than their deadline and will there-
fore be dropped, resulting in useless consumed bandwidth both in
the bottleneck links and in the air interface.

In order to achieve the objectives stated at the beginning of this
section of designing a scheduling mechanism that takes into ac-
count both the Iub interface synchronization requirements and the
application QoS needs to guarantee an efficient use of the UTRAN
scarce resources we design the differentiated downlink packet schedul-
ing described in the following.

Our proposed alternative to overcome these problems is to sched-
ule packets at the RNC according to their priorities as the receiving
window constraint only starts counting once the connection frame
number has been assigned by the RNC. By delaying packets at the
RNC instead of at the intermediate routers a differentiation based
on the different QoS application requirements is possible without
the cost of risking that due to this additional delay the packets will
not fulfill the Iub synchronization deadline.

We consider EDF as the best suited method to provide the desired
QoS differentiation in this case, while fulfilling the Iub synchro-
nization requirements, since an explicit reference to the time dead-
lines to be fulfilled is possible. Note however that similar results
could be obtained with WFQ with the single drawback of requiring
a higher configuration effort due to the non-explicit relationship of
the assigned weights to the resulting delay.

RNC

EDF

Conversational

Background

Interactive

Streaming

Node
B

Node
B

Node
B

Router Router

Figure 4: Differentiated Downlink Scheduling at the RNC

Figure 4 depicts our scheduling proposal. Packets arriving to the
RNC to be delivered to a Node-B are classified depending on their
QoS class and buffered in their corresponding queue. A deadline
is assigned to each packet based on their arrival time and the traffic
category. The RNC schedules then the transmission of the packets
to the Node-Bs based on the deadlines of the first packet of each
queue using the EDF method. If a multiplexing scheme is used,
e.g., the one described in Section 2, the scheduling is applied to
the multiplexed packets taking into account the deadline of the first
packet inserted in the container of each traffic class. Note that the
proposal relies in a proper admission control performed at the core
network to guarantee that enough resources are available to fulfill
the accepted services.

3.3 Performance Evaluation & Discussion
In this section we evaluate via simulation the performance im-

provement that results from implementing our proposed EDF down-
link packet scheduling at the RNC instead of standard QoS schedul-
ing mechanism as WFQ or simple FIFO scheduling at the bottle-
neck router. Based on the improvement in the performance ob-
served in our overhead study results we consider for this study the
case of using the described multiplexing scheme in the Iub interface
and RoHC in the air interface. The results have been obtained with

the OPNET simulator in the scenario described below. The simu-
lations required to modify the UMTS R’99 elements provided by
OPNET in order to emulate the IP-RAN architecture described in
Section 1, e.g., substitution of ATM transport by IP, to implement
our proposed scheduling mechanism at the RNC and the multiplex-
ing scheme. The scenario chosen for the analysis is similar to the
one depicted in figure 1. It consists of a variable number of UEs
uniformly distributed along the coverage area of 5 NodeBs and of
an RNC connected to the Node-Bs through a bottleneck link. The
bottleneck link is emulated as one E1 link (2048 kbps capacity).

Since voice is currently the predominant application in wireless
networks and is supposed to be the main application generating
traffic in 3G networks in the near future, we consider two differ-
ent scenarios where the mix of VoIP traffic with other multimedia
traffic increases progressively. The first scenario represents a ’Mid-
term’ scenario where multimedia users represent 20% of the total
number of users and the other 80% are VoIP ones. In the second
scenario, denoted as ’Long-term’, the number of VoIP users and of
other multimedia traffic are equal, i.e., 50% each group.

UMTS defines four different types of classes depending on their
QoS requirements [10].Therefore, we divided the multimedia users
generating traffic different than VoIP as shown in Table 1. Back-
ground traffic was selected as the most significant after Conversa-
tional (VoIP) because of the wide spread e-mail usage.

Traffic Class Conv Stream Inter Backg
Mid-term 80% 5% 5% 10%
Long-term 50% 10% 10% 30%

Table 1: Distribution of the number of users of each QoS class
used on each scenario.

In the following we describe the characteristics of the traffic gen-
erated by each different class:

Conversational AMR [11] is the chosen voice codec for VoIP for
future IP-based UMTS networks [6]. We modeled the AMR VoIP
traffic generated by a UE as a Markov chain where a VoIP source
during a call session can be in the ON or OFF state, generating a
rate of 12.2 kbps or 1.8 kbps, respectively. The permanence time in
the ON and OFF state is 3 seconds in average.

Streaming MPEG-4 streaming of the movie Jurassic Park (aver-
age rate 35kbps, frames generated every 40ms [12]).

Interactive Web traffic, page interarrival time exponentially dis-
tributed with mean 60 seconds and an average page size of 7250
bytes.

Background Short FTP downloads, inter-request time exponen-
tially distributed with a mean of 10s, file size exponentially dis-
tributed with a mean of 10 kbytes.

The Transmission Time Interval (TTI) considered for this study
is of 20ms and the maximum delay allowed after the TTI before dis-
carding the packet is 5ms. The configuration for the WFQ sched-
uler at the intermediate router has been obtained empirically through
simulation, when the bottleneck link is not congested, with the sin-
gle objective of providing a lower delay to the classes with a higher
priority. The EDF scheduler has been configured with deadlines
multiple of the TTI and different for each QoS class. The deadlines
chosen based on the considerations provided in [13] and [10] are:
20ms for Conversational, 40ms for Streaming, 100ms for Interac-
tive and 200ms for Background.

3.3.1 Iub Interface Delay
We investigate first the differences in the delay experienced by

each QoS class when the three different scheduling mechanisms are
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Figure 5: Impact of the number of UEs over the Iub Interface
delay in the 80%-20% user mix case
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Figure 6: Impact of the number of UEs over the Iub Interface
delay in the 50%-50% user mix case

used in the 80-20 user mix case. In Figure 5 we can observe that, as
expected, while the FIFO scheduling provides a very similar delay
for all classes the WFQ scheduling introduces differentiation be-
tween them based on the weights assigned. A small differentiation
is observed though in the FIFO case due to the different frame gen-
eration rate of the applications that results in the QoS classes gener-
ating traffic less often observing a larger queue length than the ones
generating more often. Even though by introducing WFQ schedul-
ing in the intermediate router the QoS performance improves, the
improvement is minor as compared to the case of performing EDF
scheduling at the RNC. As commented before, the fact of perform-
ing the scheduling at the RNC instead of after leaving it allows to
delay low priority packets when the Iub interface receiving window
requirement does not apply yet. Additionally, since with our pro-
posal the connection frame number is set once the packet is ready
to be sent by the RNC, the Iub interface delay is lower because the
multiplexing delay is excluded.

Similar results are obtained in the 50-50 user mix case, as shown
in Figure 6, where the main difference now is that, due to the
larger amount of lower priority traffic, a higher differentiation can
be obtained by the WFQ and EDF scheduling schemes. A partic-
ular case can be observed in congestion conditions (100 and 120
UEs) for the FIFO scheduler where the the Interactive class experi-
ences a slightly higher delay than the Background one. This is just
due to our specific 50-50 user mix case (30% of Background users
and 10% of Interactive ones) and application traffic characteristics
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Figure 7: Impact of the number of UEs over the Iub Interface
delay cdf in the 80%-20% user mix case
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Figure 8: Impact of the number of UEs over the Iub Interface
delay cdf in the 50%-50% user mix case

which results in the Background traffic observing a queue length
shorter than the Interactive traffic.

In the rest of the experiments we focus on the 100 UEs case as
the most relevant one for our study since it is the first case where for
both user mix cases some traffic classes experience a delay above
the configured maximum of 25ms before the packets are discarded.

3.3.2 Iub Interface Packet Error Rate
Figures 7 and 8 provide details on the change in the delay distri-

bution, cumulative distribution function (cdf), for the different QoS
classes introduced by the two QoS scheduling mechanisms as com-
pared to plain FIFO. As we can observe, in the 80-20 user mix case,
WFQ manages to significantly improve the FIFO performance by
trading-off some additional delay for the different classes. On the
other hand, in the 50-50 user mix case the WFQ configuration cho-
sen favours in excess the conversational class resulting in a poor
performance with regard to the additional delay for the rest of the
classes as compared to the FIFO case. Finally, the EDF scheduling
at the RNC shows a clear improvement in the delay observed for
both cases with respect to the other two scheduling methods with
the additional advantage of improving the control of the jitter.

The results with respect to the packet error rate observed at the
Iub interface, corresponding to the delay results previously pre-
sented, are shown in Figures 9 and 10. As expected, the results
perfectly match the delay distribution ones where while the EDF
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Figure 9: Impact of the number of UEs over the packet drop
rate in the 80%-20% user mix case
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Figure 10: Impact of the number of UEs over the packet drop
rate in the 50%-50% user mix case

scheduler manages to keep all the values below the dropping thresh-
old at the Node-Bs, the WFQ scheduler improves mainly the packet
losses for the Conversational class and depending on the configu-
ration also for the rest of the classes. The particular case already
observed in the delay graph for the 50-50 user mix case is repro-
duced here where due to the configured traffic mix for this case the
losses for the interactive class are higher than for the background
one.

4. CONCLUSIONS
In this paper several issues that arise when IP transport is intro-

duced in the UTRAN have been addressed. The significant increase
of the overhead requires of header compression and multiplexing
methods to achieve at least a usage of the UTRAN resources sim-
ilar to the one when ATM transport is used. Otherwise, the rel-
evant increase in the network running costs due to capacity prob-
lems would threaten the actual deployment in the future of IP-based
RANs. Additionally, the specific UTRAN transport requirements
force the adaptation of the standard packet scheduling mechanisms
to make an efficient use of the network resources while providing
the required QoS.

In Section 2 header compression and multiplexing schemes for
the IP transport in the Iub interface have been described which
would significantly alleviate the overhead problem based on our
perfromance results that we have not included due to space restic-
tions

In Section 3 we proposed a differentiated scheduling mechanism
based on EDF that fulfills the Iub interface specific requirements
while providing the QoS differentiation required by the applica-
tions. The method, whose main novelty is to perform the schedul-

ing at the RNC instead of at intermediate routers, allows to make
use of the different QoS application needs without interfering with
the UTRAN transport requirements resulting in a relevant improve-
ment with respect to the Iub interface delay and the packet error
rate. The main drawback of our proposal is the increase in the com-
plexity at the RNC because of setting the connection frame number
to the radio frames at the instant when the regular IP packets or
multiplexed ones have to be sent.

Based on our results we can conclude that by using standard
mechanisms adapted to the IP-based UTRAN specific requirements
a significant enhancement of the network performance can be achieved.
This enhancement though comes at the cost of a non-negligible in-
crease of the network functionality complexity that has to be care-
fully considered when substituing the ATM transport by IP.
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