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Abstract— The recent proliferation of smartphone-based mo-
bile Internet services has created an extraordinary growthin
data traffic over cellular networks. This growth has fosterel
interest in exploring alternatives to alleviate data congstion
while delivering a positive user experience. It is known tha
a very small number of users and applications cause a big
percentage of the traffic load. Hence, adopting smarter trdfic
management mechanisms is one of the considered alternats/e
These mechanisms allow Telecom operators to move selectd? |
data traffic, for instance between the cellular infrastructure and
the WLAN infrastructure, which is considered a key feature in
the latest 3GPP and IETF specifications. This paper presentsnd
compares two possible approaches to IP flow mobility offloadig

<—» Voice Traffic

that are currently being considered by the IETF. The first oneis . » File Download
based on extending existing client-based IP mobility solidns to

allow flow mobility where the user terminal is fully involved in  Fig 1. 3G offload example scenario

the mobility process, and the second one is based on extendin

current network-based IP mobility solutions where the user

terminal is not aware of the mobility.

devices) attaching to the available networks either setiplbn
or simultaneously. The latter case is commonly referred as
multi-homing case, that is, the user can receive data over
In the past few years we have been witnessing an extraorgifferent networks (WiFi or 3G/4G) simultaneously.
nary data explosion over cellular networks. Telecom opesat |n this work, starting from the above considerations, we
have been Carefu”y monitoring the disconnection betwéen tfocus on an emerging techno|ogy, referred hereafter as IP
Average Revenue Per User (ARPU) and the associated Cagly mobility. This technology allows a Telecom operator to
Costs Per User (CCPU) and, despite the remarkable voluggamlessly and selectively switch over a single IP flow (e.g.
increase of broadband data over mobile networks, the mohjjger application) to a different radio access, while kegaith
data revenue is falling fast. other ongoing connections for this and the rest of the users o
There are a number of reasons for such disconnectiggth radio accesses untouched. The technology is currently
between data explosion and revenue growth, including amopging standardized in the IETF and it has been adopted by
others, terminal subsidies, marketing and sales costs, N®®pPP as technique for seamless 3G offload. Fig. 1 shows an
services and new content creation, staled data plans a'ﬁsl,tarexamme of this kind of scenario. Suppose a user is attached
network capacity or network coverage, and management.tf1a 3GPP base station (NodeB) and he is having several
the context of network operational expenditure cost, eff§imultaneous flows, e.g., a voice call and a file download, as
cient technology solutions seem to be the most promisiggown in the casa) of Fig. 1. At some point of time, the user
approaches. Smaller installation footprints, reduced growgets home. The terminal or the network, upon detection of the
consumption and transmission costs, efficient use of mulfjyailability of the WLAN access, decides to offload the file
radio bandWIdth, Slmpllfled network management, relialole a download traffic (i_e_, best-effort trafﬁc) to the WLAN ase
cost effective coverage are just examples of the plethoratgfajleviate congestion in the 3GPP access and/or in order to
existing solutions. provide the user with a faster download experience — as shown
Presently, the typical scenario is a user equipped with & di@caseb) of Fig. 1. Once the user leaves home (therefore going
mode mobile phone (e.g., integrating 3G/4G and WiFi radigyt of the WLAN access coverage), the file download flow is
The research of Antonio de la Oliva, Carlos J. Bernardos aldniaco SeamleSSIy mo_ved back to the ‘?’GPP. network, as. de,pICted n
Melia has been partially funded by the European Communi§eventh the casec) of Fig. 1, to keep the ongoing communications.
Framework Programme (FP7-ICT-2009-5) under grant agreeme258053 IP flow mobility technology has the foIIowing key advan-
(MEDIEVAL project). Carlos J. Bernardos and Maria Caldehave been also iY it allows th r niov hiah bandwidth connection
partially funded by the Ministry of Science and Innovatioh Spain under tagesi) it allows the user to enjoy high ba th connections
the QUARTET project (TIN2009-13992-C02-01) in the proximity of WLAN hotspots while being always
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reachable from the Internét) it allows the operator to managea specialized stack that is able to detect, signal and rgemt u
the bandwidth in the presence of greedy user connectiods, @hanges of point of attachment. Dual Stack for Mobile IP6 [1
iii) it allows the operator to provide different levels of seevicis standardized by the IETF to provide client-based IP nitgbil
by applying different policies for different users, tasifand support.

specific traffic types evolving from a simple pipe provideato

high leverage network provider. The access and core neswork

are therefore capable of classifying data traffic traversin

their nodes and, in agreement with the mobile devices, cAN pyal Sack for Mobile IPV6

apply policies to deliver the best Quality of Experience Epo

ppssible. Note that traffic re(_jirection always introduc_eme The Mobile IPv6 Support for Dual Stack Hosts and Routers
_k|nd of delay,_ dug to processmg,forwardlng_and the differe specification [1] — also known as DSMIPv6 — is based on
in Round Trip Time (R,TT) be_twegn th_e different accesseg,qpiie |pye (MIPv6) [2], extending its basic functionality
Neverthe!ess, the 50“_1“0”,3 being mve_stlgated at the 3@?_F,)to also support dual stack IPv4/IPv6 scenarios. Mobile IPv6
not .conS|der the re@recupn of realjtlme or de_lay sengsltlv(Mlpvﬁ) [2] enables global reachability and session caritin
traffic, such as real-tlmg video or voice. _Offloadmg traffic ty introducing the Home Agent (HA), an entity located at the
the non-3GPP access is currently considered only for nqg%)me Network of the Mobile Node (MN) which anchors the
critical traffic such as bulk downloads, non real-time vidgo permanent IP address used by the MN, called Home Address

p2pP .traffic-;. . HoA). The HA (see Fig. 2) is in charge of defending the
This article analyzes and compares two possible approacif§s  HoA when the MN is not at home. and redirecting

to IP ﬂOW_ mobility, namely cI_ient-based and networ_k-badét_j lreceived traffic to the MN’s current location. When away from
flow mobility. The former relies on an IP host centric soluatio ;s home network, the MN acquires a temporal IP address

introducing a mobility client in the host and a mobility agent. o\ 1he visited network — called Care-of Address (CoA)
in the core network (Section Il). The latter relocates the IP o1 informs the HA about its current location. An IP bi-

mobility client functionality from the host to the netwotus jiractional tunnel between the MN and the HA is then used
making the mobile device agnostic to any IP mobility sian@li 1, reirect traffic from and to the MN. There is also optional
(Section ”I_)' The article summarizes the k_ey functionaxé® support to avoid this suboptimal routing and enable the MN to
and associated prgtocol operations and dISCU.SSQS the'Tmlostf}rectly exchange traffic with its communication peers -tezhl

cons of each solution. The paper also generalizes the 80Pt regpondent Nodes (CNs) — without traversing the HA. This

of network_—based solutions in the _c_ontext of 3GF_’P and the US&ditional support is called Route Optimization (RO), and
of alternative network-based mobility protocols like thBRS  45ys the MN to also inform a CN about its current location.

Tunneling Protocol (GTP). DSMIPv6 extensions add to basic Mobile IPv6 the capabil-

ities required to support the registration of IPv4 addressel

the transport of both IPv4 and IPv6 packets over the tunnel
Client-based IP mobility solutions require the user teahinwith the HA. These extensions also enable the mobile node to

to be involved in the management of the mobility, by runningpam between IPv4 and IPv6 access networks.

Il. FLow MOBILITY IN CLIENT BASED IP MOBILITY
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defined to enable IPv4 operation provide a very limited rulti ~----
homing support, as each permanent address (home address)

PrefH::MN BID2  Pref2:MN

can only be associated to a single temporal address (cae-of N1 A
dress). Therefore, the only possible scenario in which aileob !@ ----------------- 'Inte'iét AT . @
node can use more than one care-of address simultaneously is S Z4.5

that in which the node is using different home addresses (one
per care-of address). This limits the scope and usability of
this basic solution as it prevents different flows to be rdute
different care-of addresses, and consequently, does pposu
a scenario in which a mobile node is reachable — via a single ;
home address — through different physical interfaces. “31;3

In order to enable flow mobility in a client-based mobile @
IP context, the IETF has standardized the basic componerts 3. Overview of the flow mobility extensions for Mobile v
that are required. These components &enultiple care-of
address registration suppaiti), flow bindings support, andi)
traffic selectors definition. We next explain in further detaand NEMO Basic Support — standardized in RFC 6088 [4]
how each one of these pieces works, pointing out the basiavhich allows mobile nodes to bind one or more IP flows
functionality they provide and how each component fits in the a specific care-of address. With this extension, a mobile
overall flow mobility solution. node can instruct the home agent (or the correspondent node)

Basic Mobile IPv6 protocols provide the tools to bind dnow to route inbound packets (i.e., to which care-of address
home address to a single care-of address. Since flow mobiligckets of a specific flow should be sent). Note that the
requires the ability of receiving traffic destined to the sanmobile node also needs to have support to be able to route
home address via different care-of addresses, Mobile IP@8tbound packets via different care-of addresses, beiag th
needed to be extended to support the registration of sevegratket forwarding coherent with the inbound policy sigdale
care-of addresses with the same home address. This is lilgghe mobile node. The flow bindings specification basically
purpose of the Multiple Care-of Addresses Registration eglefines a set of Mobile IPv6 options and sub-options allowing
tensions, standardized in the RFC 5648 [3]. These extensidine mobile node to associate a particular IP flow (which is als
allow a mobile node to register multiple care-of addresses fassigned a Flow Identifier, called FID) with a particularezar
a home address and create multiple binding cache entriesofraddress (identified by its BID). These bindings between IP
order to do so, the Binding Update (BU) message defindws and entries in the binding cache are stored in a differen
by Mobile IPv6 is extended with a new mobility optionconceptual list, that is looked up in order to determine Wwhic
used to carry a care-of address and a number to uniquehtry of the binding cache has to be used to forward a data
identify the binding entry, called Binding IdentificatioBID) packet (see Fig. 3). This list basically includes the FIDa#ic
number. A mobile node can include a number of these neaglector that is used to assign packets to flows (i.e., a flow
mobility options in the BU message, triggering the creatios defined as a group of packets matching a traffic selector),
of multiple binding cache entries in the home agent, each afid a FID priority (FID-PRI) — used to break the tie between
them identified by the respective BID. Note that the bindingverlapping flow bindings. Note that a lower FID-PRI number
cache and binding update list structures are also extendedicates a higher priority.
to support the multiple care-of address registration. Big. The last above-mentioned extension required to enable IP
shows with an example how the flow mobility extensions fditow mobility is the definition of traffic selectors for flow kdA
mobile IPv6 work. A mobile node (MN) — identified by itsings, standardized in RFC 6089 [5]. This extension bagicall
home addres®r ef H: : MN — is simultaneously attached todefines binary formats for IP traffic selectors to be used in
two different heterogeneous access networks (WLAN and 3@pnjunction with the flow binding extensions, so IP flows can
therefore configuring two care-of addressesdf 1: : MNand be identified according to different criteria, such as: $eur
Pref2:: MN). Thanks to the use of the multiple care-ofAddress, Destination Address, IPsec SPI (Security Pasmet
addresses registration extension, the MN is able to registe Index) value [6], Flow Label, Source Port, Destination Port
two care-of addresses at the home agent. Note that althoeghtaffic Class or type of Next Header. A flow can be identified
are always referring to the registration at the home agethisn by any subset of these parameters or by specifying a range
example (and in the explanation of the different extengionsf values for each one, hence identifying several flows at the
the protocols are also defined for its use in the registratigame time.
with correspondent nodes. If we refer back to the example shown in Fig. 3, the use of

In addition to the capability of associating a single homihe IP flow mobility extensions allows for example to influenc
address with multiple care-of addresses, the ability toamsk which data path is followed by the different traffic that the
control them simultaneously is required. This is the goahef mobile node is sending/receiving. In this example, anyfitraf
second set of extensions, the Flow Bindings in Mobile IPvéent by CN1 is forwarded by the home agent to the care-of
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address that the mobile node has configured from the WLANAs previously explained, the standard PMIPv6 protocol
access. Traffic sent by CN2 is similarly received by the nebibllows basic multi-homing capabilities, that is, the MN is
node via its 3G interface. Any TCP traffic not sent by CNable to attach to the network using multiple interfaces.hia t
or CN2 is received via WLAN (note here the use of the FIDeurrent specification, for each of the attachments the LMA
PRI). Finally, any traffic not matching any of these rules isreates a different mobility session and can provide one or
forwarded by the home agent to the WLAN interface of theeveral home network prefixes (HNP) to each interface. The
mobile node, as indicated by the binding cache entry withasic functionality provided by PMIPv6 enables the LMA to
the highest order BID priority (BID-PRI). Note that a lowemove the complete set of prefixes associated to one inteidace
BID-PRI number indicates a higher priority. another, but it does not support the movement of an arbitrary

In addition to these basic protocol components, compleumber of prefixes from one interface to other (i.e., not the
mentary support might be needed to deploy a complete ¢Bmplete set) or just a single IP flow identified by any other
flow mobility solution in an operator's network, such as anechanism different from the prefix used at the MN to route
framework to transport policies from the operator to the iteob the flow. In order to support full flow mobility granularityhe
node. The Access Network Discovery and Selection Functi®MIPv6 protocol must be extended t):span one mobility
(ANDSF) framework defined by the 3GPP, or the Policy angession across multiple MN interfaceis) allow the MN
Charging Control (PCC) support can be used/extended for tiha configure the same home network prefixes on multiple
purpose, as briefly discussed in Section IV. interfaces andii) transfer the policies between the MN and

the network to install the required filters in the LMA/MAG
I1l. FLOW MOBILITY IN NETWORK BASED IP moBiLITY  for flow routing.
Network-based IP mobility solutions locate the mobility In the following section we analyze how each of these issues

management control of the terminal in the network. In this P€iNg addressed in the current standardization efforts.
way, the terminal is not required to perform any kind of

signaling (e.g., binding updates) to react upon changes ®f Flow mobility extensions for Proxy Mobile |Pv6

Its point of attachment to the n.etwork, being these ChangesAlthoughthe basic specification of PMIPv6 provides limited
transparent for the mobile terminal IP protocol stack. Frox

Mobile IPv6 (PMIPVB) is the protocol standardized by thmultihoming support to multimode devices, it does not idelu

IETE to provide network-based IP mobility support. Althéug toe ability to move selected flows from one access technology

: . . . . another. This functionality is currently being develdpgsy
_th|s protocol prO\_/lo!es basic multi |nte_rface functlomlm_ the IETF NETEXT WG as described in [7]. The rest of this
its current state it is not able to provide full flow mobility

. . . . section focuses on the description of the key concepts tehin
granularity, hence extensions to support it are required

are being standardized at the IETF NETEXT WG [7] “the flow mobility support for PMIPV,
9 ' Flow mobility assumes simultaneous connection to the same

_ PMIPv6 domain through different interfaces. The simultane
A. Proxy Mobile IPv6 ous use of different attachments to the network increases th
Proxy Mobile IPv6 (PMIPv6) [8] is a network-based mo<complexity of the solution due to two main reasons:

bility management protocol. This means that the MNs are, |n order to support flow mobility, the MN must be able
provided with mobility support without their involvement i to send and receive traffic to/from any prefix associated
the mobility management and IP signaling, as the required to it through any of its interfaces. This functionality
functionality is relocated from the MN to the network. In can be pro\/ided by different mechanisms. Two of the
particular, movement detection and signaling operatiaes a  mechanisms that have been studied at the IETF are the
performed by a new functional entity — called Mobile Access  Wweak Host Model and the Logical Interface (LIF). On
Gateway (MAG) — which usually resides on the Access Router  one hand, the Weak Host Model [9] corresponds to the
for the MN (see Fig. 2). In a Localized Mobility Domain  jmplementation decision taken while designing the IP
(LMD), which is the area where the network provides mobility  stack. In a mobile node implementing the Weak Host
support, there are multiple MAGs. The MAG learns through  Model, the IP stack accepts any locally destined packet
standard terminal operation, such as router and neighbor regardless of the network interface on which the packet
discovery or by means of link-layer support, about an MN's  was received. On the other hand, the Logical Interface
movement and coordinates routing state updates without any s a software entity which presents one single interface

mobility specific support from the terminal. The IP prefixes  to the IP stack, and hides the real physical interface
(Home Network Prefixes) used by MNs within an LMD are  jmplementations (e.g., modems). Hence, the IP stack

anchored at an entity called Local Mobility Anchor (LMA),  pinds its sessions to this Logical Interface and it is

which plays the role of local HA of the LMD. Bi-directional  oplivious of the actual physical interfaces receiving or
tunnels between the LMA and the MAGs are set up, so the MN Sending packets_ One of the princip|es of PMIPV6 is to

is enabled to keep the originally assigned IP address @espit achieve a mobility solution in which the IP stack of the
its location Changes within the LMD. ThrOUgh the interventi mobile node is Comp]ete]y unaware of the m0b|||ty In
of the LMA, packets addressed to the MN are tunneled to the order to maintain the MN's IP stack unaware of mobility
appropriate MAG within the LMD, making hence the MN

oblivious of its own mobility. lhttp://datatracker.ietf.org/ wy/ netext/



while providing flow mobility support, the IETF hasall the communications using it, to another interface, acen
chosen to rely on the concept of Logical Interface [10]often referred to as “partial handover”.

« In the general case, through the use of flow mobility, Both cases face the problem of requiring the target MAG
the MN will be able to receive any traffic destined tdo get knowledge regarding the prefixes through which the
any of its IPv6 addresses through any of its interface8IN is receiving traffic. Flow mobility signaling takes place
This represents a problem at the MAG level, since iwhenever the LMA decides to move a flow from one access to
order to support flow mobility, the MAGs must be ableanother. At the time of movement, either the prefix is already
to forward any prefix associated to the MN even if thiknown at the target MAG or the LMA must advertise it to
prefix was delegated by a different MAG. This situatiothe MAG which is going to receive traffic addressed to this
is being solved by the IETF through the addition of extrprefix. In the case the MAG already knows the target prefix,
signaling to the standard PMIPv6 so that the MAGs cathe LMA simply switches the flow to the target MAG, and no

be configured appropriately. extra signaling is required. In the case signaling is resyir
In the following we explain in detail the solution to boththe IETF is defining new messages to manage the notification
issues presented above. to the MAG of the new flow/prefix to be forwarded.

1) Logical Interface: The Logical Interface is a software Fig. 4 shows an example of the initial and resulting routing
entity that hides the real physical interface implemeatati state of the network upon a flow mobility procedure is com-
to the host IP layer. Its use allows the MN to provide aleted. Let us suppose the following scenario; An MN (MN
single and permanent interface view to IP and the layet}is attached to the network through two interfacéd, con-
above, that can bind to this interface in order to establistected to MAG1, andl f 2, connected to MAG2 and each one
any remote communication. Internally the logical integfas receives a prefixpref 1: : /64 fori f 1 andpref2::/64
able to leverage several functionalities such as intérrtelogy for i f 2 respectively. The MN is receiving two flows, Flow X
handover, multihoming or flow mobility, while presentingand Y. Flow X is addressed towargsef 1: | i f (beingl i f
always the same IP address (or set of IP addresses) to higher resulting EUI64 identifier of the Logical Interface) and
layers. The logical interface is commonly implemented as pas forwarded through MAG1, while Flow Y is addressed to
of the connection manager software of the mobile termingdr ef 2: | i f and is forwarded though MAG2. Following this
which is in charge of handling and automatically configuiconfiguration, the LMA has a conceptual data structure dalle
ing the different network interfaces. Therefore, althougl the Flow Mobility Cache containing the mapping of flows and
implementation of the logical interface concept requirmmeo corresponding MAGs. This mapping can be based on any of
changes on the client side, those are part of an alreadyrestjuthe flow identifiers defined in [4].
terminal component (the connection manager), and do net hav At some point of time the LMA decides to move Flow
any impact on the IP stack, which remains standard. Y from MAG2 to MAG1. The decision can be based on

This interface is implemented as a logical entity that bondgplication profiles, or traffic type oriented policies geged
several physical interfaces (e.g., WiFi and 3G) into a ueiqulue to network congestion, for instance. In order to do so,
interface, which is used by IP and higher layers. The LIF fidéhe LMA needs to signal MAG1 that Flow Y is going to
to the IP layer the physical interface used to actually semeé forwarded through it. Through some signaling message,
each data, hence a movement of a flow from one interfacetbe LMA is able to install state in MAG1 regarding the
another is transparent to the IP and higher layers. Even,itorédentification of the flow and the identity of MN 1. Once this
supports sequential attachment of interfaces as they cpme state is installed on MAG1, the LMA modifies the mapping
so the flow mobility features can be started in order to offloaglored in its Flow Mobility Cache, indicating that Flow Y
some interface or network (e.g., 3G offload) as soon as a newrouted through MAG1 and starts forwarding the packets
interface becomes active (e.g., a WiFi interface assxisitn  towards MAG1. The final state after flow mobility completion
an Access Point), without the higher layers being aware. of d@f the routing configuration on the network is also presented
The LIF is sometimes referred to as Virtual Interface. on Fig. 4.

2) Signalling extensions to PMIPv6: As explained above, It should be further noted that one of the most common
signaling extensions to PMIPv6 are required in order technologies to perform traffic classification is Deep Packe
provide the MAGs with the information regarding the diffete Inspection (DPI). It can be performed offline — for instance
prefixes used by the MN. This information exchange is needgst billing and charging purposes, or for security checksr— o
since, in general, a MAG will not forward traffic from/to aonline. In the context of IP flow mobility we envision the
prefix that has not been delegated by it to the MN. use of online DPI to classify traffic according to operator

In [7] several cases showing the possible configuratiopslicies. By means of DPI the network becomes intelligent
for the combinations of prefixes and interfaces are detailethd enables innovative use cases on traffic handling (eudti, m
The IETF currently focuses on two scenarigsthe so-called |ink diversity utilization, bandwidth aggregation, etc.)
“handover with full flow granularity”, which consists in the
movement of a specific flow from one interface to another
(e.g., a video-conference where the voice is going through a
reliable interface such as 3G and the video through a high
bandwidth link such as WiFi, but both flows are addressed toThe 3GPP SA2 Working Group has specified in [11] the
the same prefix), anid) the movement of a complete prefix andevolved architecture to support simultaneous Packet Data

IV. IP FLOw MOBILITY ADOPTION IN 3G/4G
ARCHITECTURES
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Network (PDN) connections across different radio accefses
mobile devices equipped with multiple interfaces. Thiscépe .
cation defines the system architecture to provide simutase
usage of 3GPP and non-3GPP radio accesses. The support fer The MN should be able to exploit multiple radio accesses
multiple accesses allows a mobile user receiving and sgndin
data over a 3GPP cellular bearer while taking advantage of a
non-3GPP radio access such as WiFi or WiMAX.

The following examples provide a general overview of the
considered scenarios:

1)

2)

3)

A premium customer is connected to a 3GPP cellular*®
access as well as a domestic WiFi. He is having several
simultaneous IP flows including a voice call, a media file ®
synchronization, a video streaming, and a peer-to-peer
download. Based on either the operator’s policies or the*®
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roams across different accesses.
Flows should be redistributed across different accesses
while connected.

to enhance its performance when possible.

Different types of services should be provided to cus-
tomers, i.e., operator-based and non-operator-based.
Flows should be moved from one access to another in
case of radio connectivity loss.

The Telecom operator should be able to control the
simultaneous usage of accesses.

Changes in the capabilities of the difference accesses
(e.g., network congestion) should trigger flow mobility.
The operator should be able to control flow mobility.

user’s profile, the voice call and the video streaming are In order to address these requirements, 3GPP considers two
routed via the 3GPP access, while the other two flowsssible alternatives:

are declared as best effort and therefore are routed vi
the non-3GPP radio technology.

When the user moves out of reach of the domestic WiFi,
the IP flows on this radio access are moved to the 3GPP
access to ensure seamless service continuity. By mean
of multiple PDN support, the network will then be able
to handover these flows while providing uninterrupted
services. If later on the user returns into the domestic
WiFi coverage, the best effort flows can seamlessly be
moved back again to the WiFi access.

In addition to the traditional radio coverage problene, th
Core network can implement methods to perform load
balancing or traffic optimization by redirecting selected
IP flows to the least loaded or most suitable access
network. In this case the network can for instance steer
an IP flow to redirect a video download from the 3GPP
to the WiFi access in case the end-to-end QOE measure
over the 3GPP access does not meet expectations.

Considering the aforementioned scenarios, several system
requirements can be derived, such as:

o Service continuity should be provided when the MN

a1) DSMIPv6 client-based solution. This approach is being

adopted in 3GPP release 10 and uses the DSMIPv6
protocol stack described in Section Il with the extensions
for flow mobility specified by the IETF.

PMIPV6/GTP network-based solution. These solu-
tions exploit the network-based mobility management
paradigm and propose supporting multi-homing accord-
ing to the logic specified in [7]. PMIPv6 extensions
are currently being discussed in IETF as described in
Section lll. Also, the GPRS Tunneling Protocol (GTP)
provides a pre-existing network mobility management
alternative to PMIPv6. The extensions required to ac-
commodate network-based IP flow mobility (NB-IFOM)
are being discussed in 3GPP for release 11 and beyond.
Both PMIPv6 and GTP solutions would rely on the
above-mentioned logical interface concept implemented
at the terminal, as described in [10]. It is worth noticing
that the latest developments for network based mobil-
ity on non-3GPP access networks (e.g., WLAN) focus
on the full adoption of the GTP protocol. While the
GTP protocol by itself is a well known state of the



art protocol, it is interesting to note its adoption foheterogeneous accesses. In that area, standardizatais effe

all mobility related issues in the Evolved Packet Corerucial, as existing terminal support is mostly based oppro

(EPC). In fact the only IETF protocol adopted so far igtary connection manager solutions, jeopardizing inteking

the DSMIP protocol stack for IP flow mobility support.and interoperability. On the other side, there is a trenchtds

There is general consensus among service providers tlahser wireless networks deployments, as a way of solving

cost wise it is probably not appealing to deploy a nethe problem of bandwidth scarcity. The use of these kinds

set of specifications for a single feature and most likelgf network architectures would require to carefully revisi

they will fall back to the network based solution basedxisting mobility management solutions, to adapt to a more

on the GTP protocol. challenging environment, in which interference managdmen

In addition one method for the service provider to optimallgnd dynamic reconfiguration will also become critical.

steer traffic is the Access Network Service Discovery Famcti
The ANDSF function provides inter-system routing policies
for any given APN (Access Point Name) to be used on th
terminal. ANDSF steers traffic in the case of non seamless 3G
o_ffload, multiple access PD.N connections (e g., the use of tW[ ] D. Johnson, C. Perkins, and J. Arkko, “Mobility SuppartlPvé,” RFC
different APNs on the terminal) and IP flow mobility. Current™ 577- (Proposed Standard), Intemet Engineering Task Fouze 2004.
3GPP Release 10 defines the use of ANDSF policies for thg] R.wakikawa, V. Devarapalli, G. Tsirtsis, T. Ernst, and¥agami, “Mul-
DSMIP solution by matching a given traffic selector on a given  tiple Care-of Addresses Registration,” RFC 5648 (PropdStzthdard),
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