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Abstract

Vehicular networks allow vehicles to exchange informattbat can be used to improve traffic
efficiency and drivers’ safety. In addition to these new agpions, Internet connectivity is also expected
to be available in the cars of the near future, speeding ugltiel adoption of vehicular communication
systems. One of the requirements for connecting vehicldseténternet is their ability to auto-configure
IP addresses. In this article, we propose an optimizatioGeographically Scoped stateless Address
Configuration (GeoSAC), which is an IP address auto-cordigom mechanism for geographically aware
location vehicles. The benefits of this optimization are-faial: it can reduce the IP address configuration
time, and it can be used to reduce the signaling overhead @®&€. The optimization does not require
any changes to the GeoSAC operation, being fully compatilitle the original solution. We derive an
analytical model for the probability of our optimizationibg effective in realistic scenarios and for the
IP address configuration time. We also provide a thoroughuatian of the performance improvements
of the optimization, including simulations with a realisthodel for wireless technology, real vehicular

traces, and experiments with a real prototype, which pesgitlong support for our analytical model.
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I. INTRODUCTION

Vehicular communications are going to have an impact on thg we drive in the not-too-
distant future. Driven by the goals of improving road safatyd efficiency, governments, car
manufacturers and telecommunication players are worlomgutds the definition of a commu-
nications architecture that enables vehicles to benefib frommunication capabilities. Among
the different candidate architectures that could be aggietackle the problem of vehicular
communications, Vehicular Ad Hoc Networks (VANETS) havesbeadopted by the majority
of the existing Iinitiatives, due to their decentralized unaf which supports an unmanaged
operation without infrastructure involvement. The prisnadvantage of deploying this kind of
self-organized network is that timely critical applicatgy such as life-safety applications, can
be implemented by letting vehicles directly communicateach other instead of relying on a
centralized entity. Although safety related applicatibase been the main focus of research and
standardization efforts so far, ensuring coexistence wfitler types of applications, specifically
non-safety related applications (e.g., infotainment oregie Internet applications), has also been
considered. Integrating the Internet Protocol (IP) inte flystem architecture not only enables
vehicles to access classical and new Internet applicatimnsalso takes advantage of all the
operational experience with IP networks and the huge amafuntplementations and resources
that are available. This will help speed up the deploymentetificular communication systems
because the manufacturers and operators involved can saweyrby reusing existing resources,
and users will see the additional benefit of the installabba communication system in their
cars (i.e., it would be not only safety oriented, but allow laternet-based services).

The feasibility of Internet access from vehicles has beeliesded in several research studies,
assuming single-hop access in some cases [1] [2] and nagtialecess in others [3] [4] to the
Internet; they have concluded that the use of IP-based cgtigins over VANETS is viable.
However, the provision of vehicles with Internet access lytiplly re-using the multi-hop
VANET system architecture that is used for supporting sadgiplications is a problem that has
not been yet extensively researched [5] [6] [7]. Note thathighlight the multi-hop VANET
nature of the scenario because enabling Internet conitgchy using a single-hop access
technology of wide-area coverage, such as 3G, does not myssignificant design challenge,

although it has cost and performance drawbacks. Some @unadiies will be required to bring IP



into multi-hop vehicular networksa) the capability of vehicles to auto-configure an IP address,
b) IP mobility mechanisms suited for the multi-hop vehiculeemario, ancc) mechanisms for
an efficient transmission and forwarding of IP datagramsiwithe VANET.

In order to tackle the address auto-configuration problem pvwoposed a mechanism in [7]
called Geographically Scoped stateless Address Confignré@BeoSAC) that adapts the existing
IPv6 Stateless Address Auto-Configuration (SLAAC) [8] [9kchanisms to work in position-
aware VANETSs. In this type of VANET, nodes know their geodrigal position (e.g., by using
a GPS receiver) and use geographical routing algorithm®eneaird data. This approach has
been adopted by major consortia and standardization cdeesjtsuch as the Car-to-Car Com-
munications Consortiul(C2C-CC) and the European Telecommunications Standastisube
Technical Committee Intelligent Transport Systems (ETSIITS?). The ETSI TC ITS system
architecture, the basic operation of GeoSAC, and the maiivesupporting the need for GeoSAC
optimization are presented in Section II.

In this article, we propose an optimization mechanism foo&&C, based on nodes over-
hearing (when possible) information about the IP prefixed they might use to configure an
IP address in the future (due to the movement of the nodesy fMiethod saves time that
would otherwise be needed to reactively determine the alieemation. The overhearing
assisted optimization mechanism and its probability ohfesffectively used are described in
Section Ill. We mathematically analyzed the optimizatio @ompared it to the performance of
the original GeoSAC solution in Section IV. The improvensintterms of address configuration
time reduction and signaling saving, and their impact whemtwned with the use of an IP
mobility solution were experimentally evaluated via siatidns in different scenarios. Vehicular
traces obtained from highways in Spain were also used taataliour analysis. Finally, we
present in Section V the results of an experimental evalnatonducted with a real prototype in
a testbed composed of 40 nodes. The obtained results showuhaptimization mechanism is
feasible and could be used to significantly improve the perémce of GeoSAC. We conclude

the article in Section VI.
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II. BACKGROUND AND RATIONALE
A. Related Work

The multi-hop nature of VANETSs and their lack of a single nuadst-capable link for signaling
prevent current IPv6 address auto-configuration relatetbpol specifications from being used
as-is in VANETSs. This fact applies both to the IPv6 Statel@skiress Auto-Configuration
(SLAAC) [8] [9] and to its stateful counterpart DHCPv6 [1@esides, due to node mobility a
vehicular network may get partitioned, or independent net& may merge, causing additional
problems that need to be tackled [11].

There are several studies in the literature that proposdaptdDHCP mechanisms to work on
VANET environments following distributed [12] or centradid [13] approaches. The Vehicular
Address Configuration (VAC) protocol [12] uses a distritl@HCP service. It consists of a
dynamic leader-based approach in which addresses armeddiy dynamically elected leaders
running a DHCP server. Leaders coordinate with others wighcertain distance (i.e., within the
SCOPE parameter) to maintain updated information on ctiyrassigned addresses and avoid the
existence of duplicates. By contrast, the Centralized AsliConfiguration (CAC) [13] employs
a centralized DHCP server located in the infrastructureé tam provide unique IP addresses
to all vehicles in an urban area. In this case, access rotaerthe Internet relay configure
messages between vehicles and the central DHCP servet wait ensure that vehicles will
not be configured with duplicate IP addresses. The main vesakaf DHCP-based proposals is
the time required to acquire or lease an IP address [1].

Enabling address auto-configuration by adapting the IPa&&iss Address Auto-Configuration
(SLAAC) mechanisms to work in position-aware, multi-hop NBTs has also been researched
[6] [7]. In Choi et al. [6], each vehicle obtains a differefvi6 prefix (by means of a Router
Advertisement message) from the access router, and alPtsgghaling messages are exchanged
through a virtual point-to-point link set between the védiand the access router. In the case
of GeoSAC [7], the concept of an IPv6 link is extended to a djgegeographic area associated
with a point of-attachment (e.g., an access router), anthalivehicles within the area share the
same IPv6 prefix.

The main drawback of Choi et al.’s work is the need for a prigaanechanism to discover

the access router to the Internet. This mechanism is neeathdritially and after movements,



but the paper does not tackle the issue of how mobility acneskiple access routers is to be
handled. As detailed in the next section, however, GeoSA@nis to the concept of an IPv6
link covering a specific geographic area associated withcaess router) enables the standard

IPv6 mechanisms of movement detection to be used as-is.

B. GeoSAC and the ETSI TC ITS system architecture

GeoSAC (Geographically Scoped stateless Address Cortlignyd7] is a mechanism for
the application of an IPv6 automatic address configuratchriique to vehicular networks that
is based on combining standardized IPv6 schemes with geloiged routing functionalities.
GeoSAC is defined in [7] for the VANET system architecturegmsed by the C2C-CC. The
ETSI TC ITS is defining a reference system [14] that is basetherC2C-CC recommendations.
GeoSAC and the optimization proposed in this article workath communication architectures
because they are basically the same. The ETSI TC ITS is thaitad committee that has
received a standardization mandate from the European Cssionifor the development of short-
range Intelligent Transportation Systems (ITS) commuiooaprotocols. We next describe the
ETSI TC ITS reference system, and assume its use in the rébtsorticle.

The ETSI TC ITS is currently developing a set of protocols ahgbrithms that define a
harmonized communication system for European ITS appbicst taking into account indus-
try requirements, particularly those coming from the C2C-0n the ETSI TC ITS network
architecture [14], vehicles are equipped with devicesedalCommunication and Control Units
(CCUs), which implement the ETSI protocol stack (see FigVehicles can communicate with
each other or with fixed roadside ITS stations (also calle@adRme Units, RSUs) installed
along roads. CCUs and RSUs implement the same network layetiénalities and form a
self-organizing network. RSUs can be connected to a netidrastructure, most likely an IP-
based network. On-board application hosts, including gragsr devices attached to the vehicle
on-board system, are called Application Units (AUs). Pagse devices are assumed to have a
standard IPv6 protocol stack, whereas CCUs act as gatewayisef in-vehicle network and are
optionally enhanced with the Network Mobility Basic Supipprotocol [15].

The ETSI GeoNetworking (GN) protocol [16] plays the role afetwork layer protocol in the
ETSI TC ITS architecture, providing routing and addresdawilities in the upper layers. Given
the nature of vehicular communications, a geographicaétbaouting and addressing approach
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Fig. 2. GeoSAC packet forwarding within an area, and aftégetocol layers.

has been adopted. An intermediate node forwards a packétetalitect neighbor that is the
closest to the geographic position of the destination, araipn known as greedy forwarding.
So, each node must be awareipfthe position of its direct neighbors anijl the position of
the final destination. To this end, nodes send periodic reamessages informing neighboring
nodes about their identifier, position and other relevafdrmation. As for the position of the
final destination, this information is provided by a locatiservice. This functionality may be
centralized (i.e., nodes updating their new locations oncatlon server) or distributed (e.g.,
the source node floods a message asking for the position adsignation node). Each node
has one or more identifiers at the GN layer that are resolveldetgosition of the node by the
location service.
GeoSAC [7] adapts the existing IPv6 Stateless Address @atafiguration (SLAAC) [9] [8]

mechanisms to geographic addressing and networking bydixig the concept of an IPv6 link

to a specific geographical area associated with a pointtattament. In GeoSAC, the ETSI
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Fig. 3. ETSI TC ITS system architecture and GeoSAC areatioauitig.

GeoNetworking layer [16] plays the role of sub-IP layer (¥&g. 1), dealing with ad-hoc
routing by using geographic location information, and premg to the IPv6 layer a flat network
topology. Consequently, the link seen by the IPv6 layerudes nodes that are not directly
reachable but are portrayed as such by the sub-IP layer (ge@)F This layer provides IPv6
with a multicast link that includes a non-overlapping géoti of the VANET formed by all nodes
within a certain geographical area [17]. The ETSI GN layeoahvoids layers above to deal
with the complexity given by using geographical informatfor routing and broadcasting. ETSI
GN layer geo-broadcasting is used by GeoSAC in order to shapicast/broadcast messages
to a geographical area.

The RSU sends out standard IPv6 Router Advertisement (RASsages which reach the

nodes currently located within a well-defined area, and thées can then generate IPv6 ad-

3Note that the GeoSAC solution could be applied to multipleURSacting as bridges connected to one single Access
Router (which sends RAs). This solution may be a good depdmgnchoice in scenarios where single-hop connectivity to
the infrastructure is preferred and reducing the numbePgbladdress changes is also required (e.g., city environmen



dresses appending their network identifier (derived fromittentifier used at the GN layer) to
the received IPv6 prefix. RA multicasting is scoped geoggily, so, at the GN layer, a vehicle
only forwards an RA if the RSU that generated it is placed inithe same GeoSAC area as the
receiving node. We use the example shown in Fig. 3 to explenmay GeoSAC makes use of
the ETSI GN layer to logically deliver packets between twdemthat, although communicating
via multiple wireless hops, are logically attached to thensdogical IP link. Suppose a device
within Vehicle C wants to communicate with a node on the iméer At the IP layer, Vehicle
C and the RSU are directly connected (i.e., one hop distasceYehicle C uses the RSU as
IP next-hop for the packets that it sends to the Internet.tiratr single-hop IP data forwarding
to happen, Vehicle C must send the packets to Vehicle B, wiuohards them to Vehicle A,
which finally delivers them to the RSU. Note that this mulbiphforwarding is required because
Vehicle C is not within the radio coverage (i.e., a single )hofpthe RSU. If Network Mobility
(NEMO) support is enabled, no changes are required in theatpe of the mobility protocol,
as the multi-hop nature of the vehicular network is hiddemmfrthe IP stack, due to the use
of GeoSAC and the ETSI TC ITS GeoNetworking protocol. It iscalvorth mentioning that
vehicles learn the geographic position of the RSUs from tAs Bhat they broadcast because
this information is included in the GN protocol header of fhemes.

The previous example shows that in a system architectueslb@s short range communication
devices, the effective provisioning of Internet-basedliappons over multi-hop communication
strongly depends on mobility. Single-hop vehicular Inegraccess based on WLAN has already
been investigated in highway scenarios [18], for which iswancluded that the link between

the CCU and the RSU is stable enough to allow for several tgpegpplications.

C. Reducing the IP address auto-configuration time and diggaverhead

This section summarizes the main reasons why optimizingrieehanism used to provide
nodes with an IPv6 address is important in the context ofor¢ar communications. The benefits
from this optimization are two-fold: reducing the IP addresnfiguration time and minimizing
the signaling overhead caused by the solution.

Because the concept of an IPv6 link is associated with afspgelographical area, in GeoSAC,
each vehicle must stop using its old IP address and confignewaone every time it changes

areas. This reconfiguration involves a time during whichvéleicle cannot communicate, lasting



until a valid IP address is configured and becomes usable.alV¢h¢s time configuration time
Teons,» and it is formally defined as the time elapsed from the monaewehicle enters a new
geographical area (thereby losing the connectivity to tlieRSU) until the moment it starts
using the newly configured global IPv6 address. Obviousig, shorter the time required to
configure a new address, the better because the interruptienwill be shorter. Unless additional
mechanisms are in place, each time a vehicle changes itsdifess] it must restart all existing
communications. IP mobility solutions (e.g., Mobile IPVB9]) have been designed to enable
IP address changing without breaking ongoing communicatibn order to provide mobility
support to the network formed by the CCU and the AUs, NetwodbNty (NEMO) solutions
have been defined [15] and further refined for the vehiculanaco [20]. The use of IP mobility
protocols solves the problem of communication disruptidumes to the change of IP address, but it
does not avoid the interruption time caused each time thigkeathanges its IP address. Actually,
this time is typically increased when IP mobility solutioase used because of the additional
time required to complete the signaling with the mobilitychar point (e.g., the Home Agent
in Mobile IPv6/NEMO). It should also be noted that due to thghhmobility of nodes, it is
even more important to reduce the overall interruption t{cedled handover latency) because
handovers are more frequent than in other scenarios [21].

There is another metric worth improving: the signaling és&d. To configure a new address
in GeoSAC, a vehicle waits to receive an unsolicited RA froeRSU of the new area; therefore,
the configuration time is bound to the frequency with whick RSU of the area is sending
RAs. In addition, due to the way the ETSI GN and GeoSAC absttaclPv6 link (mapping
it to a geographical area), each RA multicast by an RSU isatlgtdlooded within the area
managed by the RSU, which therefore occupies the wirelesianier more time than does one
single-frame transmission. Therefore, reducing the feegy of unsolicited RAs is even more
important than in a non vehicular, single-hop wireless aden

Driven by these two goals, reducing the address configuraitime and keeping the signaling
overhead to a minimum (note that there is a trade-off here) hext propose an overhearing-

assisted optimization mechanism for GeoSAC.
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[Il. OVERHEARING-ASSISTEDOPTIMIZATION FOR GEOSAC

In this section, we present an extension to the original @é€b&at provides an important
performance improvement and a signaling overhead reducfio overview of the mechanism
is first provided, and then the probability of achieving skss® IP address reconfiguration is

analytically modeled.

A. Solution overview

Our approach aims at reducing the IP address configuratiom diue to physical node move-
ments that lead to a change of geographical area of the IPk6ald ultimately of the IPv6
address. While the node is configuring a new IPv6 addresdfigemation time), the vehicle
cannot communicate and has to defer its ongoing commuaicatintil a new and valid IP
address is configured and becomes usable. Note that everfétppixtaposition of areas can
be logically obtained in GeoSAC, in a practical scenarie $gparation does not really exist at
the physical layer. Nodes within radio range of the forwardiean RA located in an adjacent
area also receive the RA. The original GeoSAC mechanism pfjdates that this RA should be
filtered out at the ETSI GN layer, to achieve perfect logiagalaadivision. However, nodes can
benefit fromoverhearingRAs generated at areas other than the one where the recavti®is
located. In this way, vehicles would be able to learn the IPréfix used in a neighboring area
before actually entering it, and they would be able to preyoote the IPv6 address and default
router configuration that should be used when located indhed (i.e., just after crossing the
area border).

When a vehicle overhears RAs from multiple neighboring feag., cities, road intersections,
etc.), it stores the overheard RAs for some time. The veléaens the geographical area from
which the RA was sent by using the destination informatiothatETSI GN layer, which is set
to the geographical area by the RSU when multicasting RAsstBying these RA-area pairs,
the vehicle will be able to configure an IP address withoutimgifor an unsolicited RA if it
later enters one of the areas about which it has knowledge.

This overhearing-assisted optimization allows shortgrof the average IP address config-
uration time, in addition to a potential reduction of the uegd overhead. By enabling this
optimization, GeoSAC improves its performance becausefidbdat successfully overhear an

RA from an area where they later enter can start using thewr agdresses without waiting
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for a new RA, and with no extra overhead. The improvementinbthdepends on the mobility
conditions inside the VANET and does not limit the benefitsieed from using non overlapping
areas that are described in [7].

This optimization has a cost in terms of additional compiexsit the vehicle level because it
must store overhead RAs and perform the required operatmiee able to use them when
visiting an area for which the vehicle has a matching ovethBéd stored. However, it is
important to emphasize that the solution does not requiyekard of support from the network
or other vehicles, and therefore it is fully compatible wilgacy GeoSAC systems. Because this
optimization is local to a vehicle, vehicles implementihgstoverhearing-assisted optimization
will benefit from reduced IP address configuration time, withimpacting in any way the

performance or operation of other vehicles.

B. Overhearing probability

We first focus on analytically assessing how probable it isdonode to overhear an RA
generated in a neighboring area. laterhearing probability(P,;) be this probability. In this
section, we derive an analytical expression Q.

We assume that deploying vehicular networks without deatkzaincovered by an RSU is
economically inefficient (at least for non-urban and not sy populated scenarios). As we
have discussed in Section 1I-B, vehicles form a self-orgaeshimulti-hop network in the ETSI
TC ITS architecture. This multi-hop network is used to foravéat the ETSI GN layer) the RAs
sent by an RSU, which flood its associated geographical ardalereby extend the effective
coverage area of the RSU.

We use the following terminology throughout the articlee($gg. 4). A vehicle that is located
in the arean — 1 and must be configured for the aredi.e., an adjacent area) is calledcaget A
forwarder (fwd) is a vehicle placed inside the aredhat is also within the radio coverage of the
target Let Drsy be the distance between two adjacent RSBshe wireless communication
range, 3 the vehicular density, and the speed of the vehiclésA target node successfully

overhears an RA when thHerwarderreceives an RA and forwards it to tkergetbefore it enters

“We consider the speed of all vehicles to be fixed and constarthé sake of model simplicity. The simulation results we

will present later prove that this simplification does ndeef the validity of the conclusion of our analysis.
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Fig. 4. Overhearing assisted optimization overview anthieology.

the arean. In order to be able to receive and forward an RA, the forwaraele should have

connectivity with the RSU. Because this connectivity mayolae multiple intermediate nodes
(i.e., wireless hops), we call it multi-hop connectivityitig. Connectivity in ad-hoc networks

has been thoroughly studied, but vehicular networks haeeiapcharacteristics (in particular,
the mobility patterns and range of speeds) that requireifspemalysis. Some studies have
contributed to the characterization of connectivity in iceltar networks (for example, [22],

[23], which focus on inter-vehicle connectivity), but inropaper, we analyze connectivity from
the particular viewpoint of address auto-configurationjolwhrequires characterizing the time
needed until connectivity with an RSU (a fixed point in thedpss achieved.

Given a forwarder node and the RSB,f,jf is the probability of having multi-hop connectivity
(that is, of having a chain of inter-connected vehicles leetwiwd and the RSU so that messages
can be exchanged between them).

We next model the probabilityH,,) of the target overhearing an RA originating at the area
n. P,,, which can be modeled by splitting the original problem itw® complementary sub-
problems. Havingnhc between the RSU and tHerwarder node is a necessary condition for
successfully overhearing an RA. Withomthg no RA overhearing(oh) is possible; therefore,
oh € mhc From this condition, it is straightforward to derive thatH = OH N M HC".

Py, = P(OH) = P(OH N MHC). 1)

By applying the conditional probability theorem in Eq. (e have:
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Py = POHNMHC)
= P(OH|MHC)P(MHC)

= Poh\mhc wad (2)

mhe?

whererjjf represents the probability ahhcfor the forwarder. We first focus onP, ...
Let 77¢% denote the time elapsed from ttaget vehicle being at distancg from an adjacent
area border to the time it receives an RA sent by an RSU of tfjatant area. This time can be
split in two parts. The first partl{,,q) represents the time elapsed until fleewarder vehicle
leaves the area — 1, enters the next one and becomes ready to forward RAs ttatpet The
second partu%e°l) is the time elapsed until an RA from the RSU is received urbiermhc
assumption. We assume that the time between two conse&Alwasent by an RSU (or an Access
Router in the case when the RSU is working in bridge modepwadl a uniform distribution
between a minimum valueMinRtrAdvinterva) and a maximum valueMaxRtrAdvinterva),
which we refer to as?,, and R, respectively [19]. By joinind(;, and T35, we can express

Trect as:

Trih = Trua + THE. (3)
Assuming exponentially distributed distances betwees [24], T}, follows an exponential

distribution with parameteg; its probability density function (PDF) is given by:

Jrypa(t) = Bve™™ £ >0. (4)

Given thatT},, and Ty are independent, the PDF @] is given by:

”
2(1—Bue(—Avt)
%7 0<t<R,,
2(BURM—ﬁvt-i-l—efﬁ’”(t*m")—BU(RM—Rm)e’W)
6U(R2 _R%L) Y
fT’:%(t) - (fowd * ] TEZSOZ> (t) = M (5)
Rm <t S RM7
26761/“71?]»{)_66”1?7”_BU(R]VI_R'UL)
\ 6U(R?VI_R%L) ) t > RM
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Because an RA is overheard only if received by the vehiclereefrossing the area border, and
it takes R/v seconds for the vehicle to reach the border, the probaldlity,,,. of overhearing

an RA is given by:

R
Poh|mhc = / f A (t)dt (6)
0

P,nmne represents the probability of overhearing an RA, given thate exists multi-hop
connectivity between the RSU and tf@warder vehicle.

We next modelP/"?, which depends on the distance between the RSU and the fiewar
node, the radio coverage of the wireless communicatiomtdolgy and the vehicular density.

Given two nodes separated by a distante, P,,,.(D) is the probability of having multi-
hop connectivity between the two nodes. This probabilitgesels on the distance between the
two nodes D), the radio coverage of the wireless communication teadgywlsed R) and the
vehicular density ). In order to have multi-hop connectivity between a forveardode and the
RSU, there should be a chain of connected vehicles (i.edigtance between two consecutive
vehicles must be less than or equal ®p betweenfwd and a vehicle within the direct (single
hop) radio coverage of the RSU. I¥,,,,,. is the distance between these two nodes (see Fig. 4),
then the probability of having multi-hop connectivity bet®n the forwarder node and the RSU
is given by Poue(Done)-

The distance between two consecutive vehicles that areopartonnected multi-hop chain of
vehicles (i.e., one in which the inter-vehicle gap is smrdhan R) follows a truncated exponential
distribution [25]:

b 0<d<R
_efﬁRv 9
freld) =<' (7)

0, otherwise.

The length of a multi-hop connected chainof- 1 vehicles {’) can be represented as the
sum ofn independent truncated exponential variables. The PDF @fn be obtained by the

method of characteristic functions [25]:
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whereky = 0,1,--- ,n — 1, andb = (1 — e #%),
Let a = (k' + ¢)R, whereky' is an integer, and < ¢ < 1. The cumulative distribution
function (CDF) of Y evaluated at: is Gy (a;n) = [ gv (y; n)dy:

Gy(an) = %i(—”’f(n) e MQR(k' — k + ¢)RB,2n]. (9)

(1 —eBE — k
whereQ[u, w] = P (x*(w) < u), andx?(w) is a chi-square variable witly degrees of freedom.
Because the probability’(: hopg of having a connected chain @fhops is given by(1 —
e PR)i ¢=PE the PDF and CDF of the lengtiL) of a connected multi-hop chain of vehicles

can be derived using the total probability theorem:

Jull) =3 Pi hopsgy (i) = D (1 — e~ )™ gy (1), (10)
1 [e’e)
Fr() =Py (L) = /O fr(u)du = 2(1 — e PRyl PR (1:4). (11)

If we consider the maximum possible valuelof,,., which is given by%—]i’, a pessimistic

approximation of P’ is given by:
D
P,f:ﬂff = Pone(Dmne) > 1 —Fp ( };SU — R) : (12)

The overhearing probability’,, can then be derivédrom Eg. (2), using Egs. (6) and (12):

R
o D
Py = Popjne PV > / Frrees (t)dt {1 — Fy, ( J;SU - R)} :
0

We next describe the experiments that we performed to \telidar mathematical model.
Using a Matlab-based simulafpmwe conducted a large amount of experiments under different
traffic conditions. The simulator implements the model désgd in this section, namely, vehicles

distributed on a one-dimensional road, traveling at a fixeti@nstant speed, with an exponential

This approximation is also pessimistic because we onlyidenshe first opportunity to receive an unsolicited RA frone t
RSU, even though there may be more than one before crossnigotider.

5The code of the simulator is available at http://enjambrezBm.estemmegi/sims/GeoSAC-sim/.
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inter-vehicular distance and a maximum wireless radio @& assuming an ideal wireless
technology (no loses nor collisions and infinite bandwidthg argue that although the simulator
used for these tests does not consider a real wireless mibdelsufficient to assess if our

mathematical analysis correctly matches the overheartiogess probability in the scenario we
have used in the analysis. In Section IV-A, when we presentaaalysis for the configuration

time, we use a more advanced simulator (OMNeT++), that doelside a complete wireless

model.

Because traffic conditions play a critical role in the effica€ wireless multi-hop communica-
tions in a vehicular environment, we studied several condifjons in order to validate our model
under different conditions. In order to limit the number eSults presented in the article, we
have selected the following four scenarios, which mostlyec@ wide spectrum of the potential
traffic scenarios:

« Urban road: high vehicular density{ = 80veh/km) and low speedy(= 50km/h).

. City beltway: moderate vehicular density3 (= 50veh/km) and moderate speed (=

80km/h).

. Highway: low vehicular density § = 35veh/km) and high speeduv(= 120km/h).

. Sparse:very low vehicular density{ = 10veh/km) and moderate speed & 100km/h).

Examples of this scenario are city beltways and highwaysgitnor secondary roads.

For each of these scenarios, we conducted experiments twmglifferent values of the
wireless coverage radif (150 and 300m) that cover possible IEEE 802.11-based témijies.
Figs. 5—6 show the analysis and simulation results Ry versus different average intervals
between Router Advertisements for different deploymemnados (defined by the distance
between RSUsDrsi7). Note that different values oDgs;; are used depending on the value
of R because the coverage radius of the wireless technologyrhaspact on the deployment.
For small values ofz, it does not make any sense to deploy RSUs at long distancesi$ethe
probability of having connectivity is low, and the numberhafps is high (which has a negative
impact on performance).

It can be noted from these results that our analytical moeéeleptly matches the results
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obtained via simulatioh From these results, we can also observe that if a short naimgéess
technology is used{ = 150m), high overhearing success probabilities can be achiemdd o
if the RSUs are configured with short inter-RA valuds;{) and only for moderate density
scenarios (urban, city beltway and highway). For the casg& ef 300m (i.e., for longer range
wireless technologies), the probability of overhearindgr@nincreases (being very close to 100%)
without requiring too much resource-consumifigy configuration settings. These results show
that our overhearing-assisted optimization is feasibl@ @m effectively reduce the IP address
configuration time in most of the practical scenarios. Theilts also show that foR = 300m
there is a high probability of overhearing an RA even in tharse scenario. From this result,
we can also observe the expected impact that,;; has onP,,, especially with low vehicular

densities.

V. PERFORMANCEANALYSIS AND EVALUATION

In this section, we analyze the performance of our overhgaassisted optimization, by
extending the analysis we have developed in the previousoset obtain an expression for
the IP address configuration time when our optimization ebéd. This extension allows us to
characterize the gains of our mechanism and compare therartormance when overhearing
is not enabled. Finally, because it is likely that a vehicdammunications system will make
use of an IP mobility solution to transparently keep ongoiRgsessions alive, regardless of
the movement of the vehicle (and the subsequent change obilR pf attachment and IP
address), we also analyze the impact of the proposed optiimizon overall performance when

IP mobility is enabled.

A. IP address configuration time

The most obvious advantage of our overhearing optimizatdhe reduction of the average
IP address configuration time because nodes that sucdgssiathear a Router Advertisement
from a neighboring area are able to immediately configuredaitess if entering into that area

afterwards. We define the GeoSAC IP address configuratioe (ihn,.;) as the time elapsed

"Note that we have also performed simulations under sevénat draffic conditions, and they supported the accuracyuof o

analytical model.
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arean-1 . arean 2

Fig. 7. No forwarder node within range of tharget vehicle.

from when a vehicle crosses an area border till when it getslid \P address that can be used
to send and receive packets while located in the new areaurlbeerhearing optimization is
enabled, we call the configuration timig" .. A node that overhears an RA from areawhile
being at arear — 1 and then enters into areadoes not need to wait for any signaling before
configuring and starting to use an IP address; thereﬂQOggf = 0s in this case. Depending on the
deployment scenario and traffic conditions, it is not alwpgssible for a node to successfully
overhear an RA from an area that the node is about to enter. afermed a mathematical
analysis that modelg, ;. This model allowed us to evaluate the gains obtained bygusim
optimization, focusing first on the IP address configuratiore reduction compared to the case
where plain (i.e., no optimization enabled) GeoSAC is used.

In order to make the analysis easier to follow, we have dividento different parts, each of
them corresponding to a different configuration scenariwhich a node might be involved. This
approach allows us to derive the average configuration tim@emSAC when our overhearing

optimization is enabled. There are basically four posssittieations that have to be considered:

(&) There exists a forwarder node (located in arg&n the wireless coverage of the target node
(which is located in area — 1), there is multi-hop connectivity between the forwarded@&o
and the RSU of area, and the RSU sends an unsolicited RA while the target nodebias
yet crossed the area border (see Fig. 4). In this case (pomdsg to overhearing success),
the configuration time is 0s.

(b) This case is identical t(a), but an RA from area is not received by the target node while



(©)

(d)
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still in arean — 1. In this case, the configuration time is equal to the time sdddrom the

target node crossing the area border until it gets an RA fitoenRSU. The average of this

time ([yui ra) iS given by:

B i) ;‘/’vt ( JEWD « fTunsol) (tdt  p
Towait RA = —— D = Y (13)
Jro ( JEWP % fTﬁZsol) (t)dt

where f£/V 7 is given by:

_ — Bt
fFfW(P(t) . fowd(t) = 5@6 s 0 S t S R/’U’ (14)
Tfw =
0, otherwise.

In this case, there is no forwarder node within radio eanf the target node (see Fig. 7).
The target node has to get direct (i.e., one hop) connectikaim the RSU first and then
wait for the next unsolicited RA. The average configuratiomet (7,,, 7 p) for this case is

therefore given by:

_ D 2—-R -
Tho FwD = —RSUz/J 4 Tansel, (15)

In this case, there exists a forwarder node in wireles®rege of the target node at area
n — 1, but there is no multi-hop connectivity between the forveardnd the RSU of area
n (see Fig. 8). The configuration time is the time required fog forwarder node to get
connectivity to the RSU (as the forwarder node moves towHdrdsRSU, the probability of
having connectivity with the RSU increases) plus the timélwam RA is sent. Here, we
know that the length of the chain is shorter thaps /2 — R. By finding the average length
of a multi-hop chain, we can obtain the average size of thebgdween the last vehicle of
the chain and the RSU coverage area bord_l;gr(in Fig. 8). The finachonf for these cases
is computed by adding the average delay for getting an witadi RA (I2%5).

We must first calculate the average distance betweetathetandforwarder. By definition,
theforwarderis the farthest vehicle that can relay an RA to thgetbecause it is placed at
most atRkR meters away from it. Thus, for a given density and coveradrisathe forwarder

is placed atD;,4. In order to calculate this value, we introdufg, (1), the average length
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Fig. 8. No multi-hop connectivity available between tlaeget vehicle and the RSU.

of a chain composed of a generic set of vehicles that are expatly distributed with

parameterd and no longer than a maximum valuig

R
Ly (y:) :/0 Yy gv (y; k)dy. (16)

The probability of a chain composed by -+ 1 vehicles being shorter thaR is (1 —
e PRk e=BE Gy (R, k). From this probability, we can calculate the average distaof

the farthest vehicle withirR meters from thearget (i.e., theforwarder):

Do = D (1— e PR e PR Gy (R, k)f’gy(y;k)
fwd 280(1 — e PRk e=BR Gy (R, k)

The average distance between tbevarder and the coverage area of the RSU is given by:

(17)

Drsu

D ya—rsu = — R — Dyya. (18)

The average length of a chain of vehicles that is shorter han, rsy is:

b ZE(= e ™ R Gy (Dyuansurk) Loy
chain 280(1 _ e—BR)k e—BR GY(wad—R.S'U, k)

(19)

Therefore, the average gap length is given by:

Dgap = wad—RSU - Echain; (20)
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and from this result, we can calculate the time required tafigare an IP address. In this

case:

D a TUNSO
Tno MHC — Zp + RA : (21)

In order to calculate the probability of each of the four itiged situations occurring, we
performed some probability calculations:

P(FWD) [P((OH|MHC)|FW D) + P((OH|MHC)|FW D)]+ o2
22

P(FWD) [P((OH|MHC)|[FWD) + P(OH|MHC)[FWD)] =1,

where P(FW D) is the probability of a forwarder node existing (i.e., beinghin R meters
from the target node). Becaus®((OH|M HC)|FW D) = 0 (it is not possible to have over-
hearing success if there is no forwarder node) &0 H|M HC)|[FW D) = 1 (if there is no
forwarder node, it is impossible to overhear an RA), we cathér expand Eg. (22) as follows:

P((OH|MHC)NFWD) + P(OHIMHC)N FWD)+ P(FWD) =
P(OH|MHC) + P(OH|IMHC)N FWD) + P(FWD) =

P(OH|MHC)P(MHC) + P((OHMHC) N FWD)P(MHC)+
(23)

P(FWD)P(MHC) + [1 — P(FWD)] P(MHC) + P(FWD)P(MHC) =

P(OH) + P((OH|IMHC)N FWD)P(MHC)+ P(FWD) [P(MHC)+ P(MHC)] + P(FWD)P(MHC)

P(OH) + P((OH|MHC) N FWD)P(MHC) + P(FWD) + P(FWD)P(MHC)

L

in which we have also applied some properties of conditiggrababilities. The goal of
this analysis was to determine the probabilities of eachhef four different situations that
we identified previously. Using Eqgs. (13)—(21) and Eq. (28§, can obtain an expression for
the average IP address configuration time when the overtgeapgtimization is enabled:

T = P(OH) 0+ P(OHIMHC) N FWD)P(MHC) Twait rA
(24)

+ P(FWD) Tyno rwp + P(FWD)P(MHC) Tho mrc,

where:
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o0

P((OH|MHC) N FWD) — /R / (FEME  Fryger) (i, (25)
P(FWD)=1—-P(FWD)=1—¢ "% (26)
and
fwd DRSU
P(MHC) = P3¢ = Pre(Dmpe) 2 1= Fr (== = R ). (27)

We next validated our mathematical analysis by means oflaiion. In order to consider more
realistic wireless conditions, we implemented our overingaoptimization for GeoSAE using
OMNeT++ and the Mixim framework. Mixithis a framework for a wireless ad hoc network
for the OMNeT++ simulatdf. It provides the 802.11 MAC layer and many physical layer
models (including the widely accepted path-loss, shadgveind large and small-scale fading
models [26] [27] [28]). The simulation scenario consistaabad segment where vehicles travel
within a homogeneous flow. The vehicles’ starting positiars generated using an exponential
distribution. The speed and density are defined by the typscehario: urban, city beltway,
highway and sparse; so the number of nodes involved in thelatron changes depending
on the vehicular density. At the end of the road segment, hi@i¢er a GeoSAC aredsy
meters long) where an RSU is placed half-w#}z6;, /2 from the area border). The vehicles are
equipped with a standard 802.11g MAC layer, with a bitratéMb/s. When the simulation starts,
vehicles are first excluded from the results’ recollectiecduse they were already located inside
the GeoSAC area, but they are needed to build the multi-hephand to allow the subsequent
vehicles to be configured. When a node receives the first Réieertisement after crossing the
area border, its configuration time is recorded. Each sinomas run 20 times using the same

topology with a different seed, and for each parameter €etlifferent topologies are generated.

8The code of this simulator is available at http://enjamibre3m.estemmegi/sims/GeoSAC-sim/.
®http://mixim.sourceforge.net/

Phttp://www.omnetpp.org/
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TABLE |

SIMULATION PARAMETERS.

Scenario Speed [km/h]| Density [veh/km]
Urban 50 80
Beltway 80 50
Highway 120 35

MAC Layer 802.11g

Bitrate 6 Mb/s

The results are averaged on a population of at 1€@#1 x nCars values, whereoCars depends
on the chosen vehicular density. Because the road segnmgth lis 15km, in the worst case, this
value is approximately 150. The parameters used in the ationk are summarized in Table I.
Figs. 9-10 show the obtained results using the OMNeT++¢ébasrulation. In this case, we
used two different values ak: i) R = 225m, the average coverage value between two wireless
nodes in the OMNeT++ simulation, when configured as in oureggrpents (Fig. 10), andb)
R = 150m, which is one of the values we used in the previous simulatitrat helped to
better understand the performance of our optimization witenprobability of having multi-
hop connectivity is lower (Fig. 9). In addition to the simtibem and analytical results, we also
depict the best possible value for the IP address configurdime that plain GeoSAC could
achieve [7]. This value, which corresponds to the optimjsion-ideal assumption that there is
always multi-hop connectivity between an unconfigured nade the RSU, is equal t&7.
The simulation results validate our mathematical analy:sihey show that for the non-sparse
scenarios and values dfz4 between 1 and 20 seconds, the average IP address configuratio
time is always shorter than the best possible value thatdcbelobtained with plain GeoSAC
(i.e., without our optimization enabled). In addition, timeprovement provided by overhearing
optimization is quite large (average configuration timelase to zero for several values 6f 4).
With R = 150m, the optimization does not provide any improvement in trersp scenario. Note
that the IP address configuration time displayed in FigsO9skometimes larger for the sparse

scenario than for plain GeoSAC under the best possible tiondi This is because the value

e also performed a large number of experiments using outalbksased simulator, that also validated our analysis. We

do not show them because of space constraints.
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for GeoSAC without overhearing is the one that would be addef there is always multi-hop
connectivity between the vehicle and the RSU, which is famftrue in sparse scenarios. In those
scenarios, the IP address configuration time with and witleow optimization enabled would
be very similar. We also want to mention that the use caseasiosnin which it makes sense
to deploy an IP multi-hop network to connect vehicles to thternet ranges from moderate to
high vehicular density networks (with proper RSU placerénhile providing a more effective
support for sparse networks could be possible, that woulddaoce a lot of complexity and
computational costs, while bringing limited benefits, givke low connectivity level that vehicles
experience in those scenarios.

Our last experiment to validate our analysis and the effengss of our overhearing optimiza-
tion consisted of evaluating the configuration time usingiegar traces from a real road in
Madrid, Spain. Using the OMNeT++ simulator, we assumed thatipn and speed of vehicles
in a real road from traffic traces, evaluated the overhearmbability (Fig. 11(a)) and measured
the GeoSAC configuration time. The traces were taken at treedlane city beltway M40 in
Madrid and accounted for the traffic from 8:30 to 9:00 a.m.i@ttan be considered as near to
rush hour). The total number of samples was 2560. For eacplsame have a time-stamp and
vehicle speed. We considered the measurement point to bdmtder between two geographical
areas and assumed that each vehicle maintains the same wp#edraversing the area. For
our simulation environment, we fixed the distance betweem R$Us at 2000m. Fig. 11(b)
shows the results obtained from the simulation and our madltieal analysis (Eq. (24)). In our
mathematical model, we used the vehicular density cakedl&bm the tracesi = 54 veh/km)
and the average speed-€ 95km/h). As can be observed from Fig. 11(b), the results usead r
vehicular traces confirm our previous findings, showing heerbearing optimization is able to
significantly reduce the IP address configuration time.

It is worth highlighting the influence of’;4 on the performance gain provided by over-
hearing optimization. First, with relatively low values @}, (up to 8 seconds), the average
configuration time is generally quite low (zero or close toozéor all the scenarios. Second,
increasingr4 gradually impacts performance by increasing the averagdigroation time,
without abrupt changes. This result basically means thatsttstem can be configured to meet
certain performance and signaling overhead requiremegntetiing up the correct’z4 values

on the RSUs. Although shortérz, values provide better performance, there is an additional
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overhead cost that must be considered. The next sectionresph further detail the trade-off

between signaling overhead and configuration time.

B. Signaling savings

We have demonstrated in the previous subsection that egablir overhearing-assisted opti-
mization greatly improves the GeoSAC performance in teri$ address configuration time.
However, our optimization can also, by sending unsolicills less frequently, be used to
reduce the signaling required to achieve a certain targdfiguoration time.

From the simulations we have performed, we can obtain whatrimimum Router Adver-
tisements frequency required to achieve this target cordigun time is, with and without our
overhearing optimization enabled. In Table I, we providens results (fork = 225m) to help
evaluate the signaling savings that can be obtained. Inih@nuscenario, for example, a value
of Tr4 = 15s is sufficient to obtain a shorter configuration time than the obtained by plain
GeoSAC withTrs = 2s. For the city beltway and highway scenarios, the resultssarglar.
However, the difference in performance decreases as thewahdensity decreases, and the
probability of overhearing success decreases. In the fagtseenario, for exampld;z4 can be
increased by up to 10 seconds if the goal is to achieve a bettdormance than with plain
GeoSAC andl'ry = 2s.

C. Impact on the handover

GeoSAC was designed as a mechanism to enable vehicles if-eosBgured VANET to
obtain a valid IP address. Getting an IP address is just ondeoffunctionalities needed to
connect vehicles to the Internet. As we discussed in Settimuting and mobility support are
also important components. Routing within a VANET is indegent of the IP addressing in the
ETSI TC ITS system architecture; therefore, the perforreaiche IP address auto-configuration
protocol does not have an impact on the routing functiopatiowever, that lack of impact is
not the case for IP mobility management protocols, in whidhgpeed of IP address acquisition
has a direct impact on the overall performance of the mgbddlution, and thus on the IP
connectivity.

Mobile IPv6 [19] is the standardized solution for providiliRymobility support. The Network
Mobility (NEMO) Basic Support protocol [15] is an extensitm Mobile IPv6 for enabling the



31

TABLE Il

ADDRESS CONFIGURATION TIME(R = 225m).

Drsy (M) v (km/h) B (vehkkm) | Tra | Toons Tc"ohnf Saving
1ls 0.51s 0s 100 %
2s 1.02s Os 100 %
3s 1.53s Os 100 %
4s 2.04s Os 100 %
5s 255s Os 100 %

2000 50 80
7s 3.57s Os 100 %
10s | 5.10s | 0.06s| 98.7 %
12s | 6.13s | 0.27s| 955 %
15s | 765s | 0.97s | 87.26 %
20s | 10.20s| 2.7s 735 %
1ls 0.51s Os 100 %
2s 1.02s Os 100 %
3s 1.53s Os 100 %
4s 2.04s Os 100 %
5s 255s Os 100 %

2000 80 40
7s 3.57s Os 100 %
10s | 510s | 0.13s | 97.44 %
12s | 6.13s | 0.39s | 93.53%
15s | 765s | 1.17s | 84.56 %
20s | 10.20s| 3.04s | 70.18 %
1ls 0.51s Os 100 %
2s 1.02s Os 100 %
3s 1.53s Os 100 %
4s 2.04s | 0.02s | 98.76 %
5s 255s | 0.04s| 98.43 %

2000 120 35
7s 357s | 016s | 95.28 %
10s | 5.10s | 0.93s | 81.60 %
12s | 6.13s | 162s| 7341 %
15s | 765s | 292s | 61.83%
20s | 10.20s| 4.87s | 52.24 %

movement of complete networks, instead of just single hdébée that it is likely that vehicles
will need a network mobility solution because cars are etqe¢o be equipped with many
devices with connectivity requirements. Every time a viehahanges its IP point of attachment,
the mobility protocol signals the movement to a centraltgntialled the Home Agent (HA),
which keeps track of the current location of the mobile ndgeery time the vehicle moves,
there is an interruption time (called handover latency)irduwhich the vehicle cannot send

or receive packets until all the mobility operations are pteted. This handover time can be
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TABLE 1lI

HANDOVER DELAY COMPARISON. CITY BELTWAY SCENARIO (R = 225m).

RTT(veh, HA) | Tra | Teons ngf Tho TOH | Saving
1s 051s | 000s| 0.52s | 0.02s| 98.96 %
4s 204s | 0.00s| 205s | 0.05s| 99.73 %

5.37 ms
10s | 510s | 0.06s| 511s | 0.07s| 98.69 %
20s | 10.20s| 2.70s | 10.21s| 2.71s| 73.48 %
1s 051s | 000s| 0.53s | 0.02s| 96.53 %
4s 204s | 0.00s| 206s | 0.02s| 99.11 %

18.32 ms
10 s 510s | 0.06s| 512s | 0.08 s| 98.44 %
20s | 10.20s| 2.70s| 10.22s| 2.72s| 73.39 %
1s 051s | 000s| 0.65s | 0.14s| 78.62 %
4s 204s | 0.00s| 218s | 0.14s| 93.63 %

138.79 ms
10 s 510s | 0.06s| 524s | 0.20s| 96.18 %
20s | 10.20s| 2.70s| 10.34s| 2.84s| 7253 %

expressed as:
Tho = Trip + Teong + RTT (veh, HA), (28)

whereT),p represents the time required by the vehicle to detect thatstchanged its point of
attachment/,,,,; represents the time required to configure a valid IP addess @ew location,
and RTT (veh, HA) represents the round trip time between the vehicle and thesmonding
HA. Ty,p = 0s because, as with GeoSAC, a change in its point of attachnwergsponds to
a change of geographical area, which the vehicle can beyeadsiéct by monitoring its GPS
coordinates.RTT (veh, HA) depends on the distance between the vehicle and its HA, and it
is typically on the order of millisecondq.,,; is the main component in Eq. (28). Therefore,
reducing the address configuration time has a clear impathewoverall performance.

Table Il shows the average GeoSAC handover delay)( with and without the overhearing
optimization enabled for the city beltway scenario (with= 225m) and the different components
used in the calculation of this delay. Because the mobilgpaing delay depends on the RTT
between the vehicle and its mobility anchoring point (its)HAnd because this delay depends
on the location of these two entities, three different valoERTT (veh, HA) were used in this

analysis, representing “local,” “regional” and “contineli delays (we used measurements taken
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from the PingER — Ping end-to-end reporting — prdi§cFor each of these delay values, different
Router Advertisement intervals were used. The savingsamoWerall handover delay achieved by
the use of the overhearing optimizations are more than 7a¥eiscenarios analyzed. In addition,
the absolute handover latency values that are obtained wWieeoverhearing optimization is
enabled are small enough to even enable applications witiailcelatency constraints to be

deployed in a vehicular network.

V. EXPERIMENTAL RESULTS

In order to be able to conduct real experiments that allovgetbievaluate the performance of
our overhearing-assisted optimization for GeoSAC, we lbpezl a prototype of both GeoSAC
and our proposed optimization. The prototype was impleeteidr Linux in user space. One
of the main challenges was to deploy an experimental setap dllowed us to emulate a
portion of a highway populated with vehicles. We used thekgys WRT54GL v1.1 router as
hardware for the vehicular communication box. This is a sarad very popular home and office
broadband router, equipped with a 200 MHz processor, an IBEE11b/g WLAN interface,
and an IEEE 802.3 Ethernet interface connected to a VirtuslN L(VLAN) capable 5-port
switch. The firmware of the router can be replaced with an ggmence Linux-based firmware.
We installed the OpenWRY Backfire 10.03.1-rc4 distribution with a Linux-2.4 kernel the
routers. This firmware gave us more flexibility in the use aodfiguration of the routers than
the original firmware. A wired interface of each of the rostex used to perform several control
and management plane operations, such as the global syizdtion of the routers, the remote
execution of tests, and the retrieval of the results forrflprocessing. A total of 40 routers were
used for the tests. Additionally, we used a laptop as RSU amndralling node to monitor and
manage all the routers of our deployment through the wirgerfi;ces. The nodes calculated
their geographical position with the help of time-frame sagges broadcast by the controller
node on the wired management network. The protocol was imgaiéed as explained in section
[1-A.

The testbed was physically deployed in a lab of our Computeer8e (CS) building. Due to

the fact that all the routers were within wireless radio ativity range,i pt abl es software

http://www-iepm.slac.stanford.edu/pinger/

Bhttp://www.openwrt.org/
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Fig. 12. Analysis and experimental results, highway sden@rsy = 1000m, R = 150m.

was used to selectively filter the packets that each routarived and, in this way, be able to

emulate any given physical topology. The controlling nodmputed a random topology (initial
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position and speed of each vehicle) at the beginning of eashand then remotely configured
each Linksys router usingpt abl es so the routers emulated the topology and movement of
the nodes during the test. On each run we collected the sg¢Bladdress configuration time and
overhearing success) of all the vehicles that could paytbe configured with an overhearing
success (i.e., the ones farther th@meters from the area border, the rest are used to populate
the highway segment between the RSU and the unconfiguredhadd processed them at the
controlling node. Different inter-RA values were configilyrand each test was composed of 300
iterations. We evaluated the highway scenario, withs;, = 1000m and R = 150m.

The obtained results (displayed in Fig. 12) show that theeerpental performance is quite
close to the one predicted by our theoretical analysis. Tifierence between the experimental
and theoretical results can be caused by the fact that tledess media is more crowded in our
lab environment than in a real highway, because all the nadeglaced together in the same
room, and the presence of other interfering external waseleetworks. Nevertheless, it is worth
highlighting that our model matches quite reasonably theesmental results obtained from
our testbed, and this supports the feasibility of the im@etation of our overhearing-assisted

optimization in a real prototype.

VI. CONCLUSIONS

This article presents an overhearing-assisted optinoizdétir GeoSAC, consisting of an address
auto-configuration mechanism for vehicular networks. Tpé&naization is based on vehicles
overhearing Router Advertisements generated at neighipaeographical areas and allowing
the vehicles to pre-compute valid IP addresses to be usdtbs areas in the event that they
enter one of them. This optimization does not require changehe operation protocol of the
original GeoSAC, and it is fully compatible with nodes corapt to GeoSAC.

The article provides an analytical expression for the podlia of our optimization being used
effectively in different realistic scenarios that considalues for vehicular density, coverage
radius of the wireless technology, and distance betweeastatient points deployed by the road
infrastructure. We have also derived an expression for Eh@address auto-configuration time
when our optimization is enabled and have compared it withtiine achieved by GeoSAC
under optimal conditions. The analytical work has beendeaéid by means of extensive simula-

tion, including real wireless models and experiments ipoaating vehicular traces from Spain.
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Additionally, we have conducted an experimental evalumatising a real implementation of our
solution in a testbed composed of 40 nodes.

Due to the properties of our optimization, we have shown i @ticle that it can be used not
only to decrease the IP address configuration time but alsediace the network signaling load
(in terms of unsolicited Router Advertisements) requiredd¢hieve a certain target configuration
time. Finally, we have also analyzed the benefits that oumopaition provides when the vehicle
uses an IP mobility protocol to enable transparent corwigctio the Internet despite changes

in geographical areas.
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