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Abstract—Efficient vehicle-to-Internet routing and address au- Standardization bodies working on vehicular networks.(e.g
toconfiguration are two of the missing pieces required to preide  ETS| TC ITS, ISO TC204, IEEE 1609) are mainly focused
Internet connectivity from vehicles. Here, we propose TREBL, o safety services and traffic efficiency, while Internet eom
a tree-based and configurable protocol which benefits from ta L . ..
inherent tree-shaped nature of vehicle to Internet traffic © reduce mu_n'cat'ons are ans_'dered to be of much lower priority. As
the signaling overhead while dealing efficiently with the veicular ~ an illustration of this, in the IEEE 802.11p, an amendment to
dynamics. The paper describes the design and rationale of ¢h the 802.11 standard especially designed for vehicularemvi
solution, and presents th_e results of an expe_rimer_1tal vgl'mtion ments, Internet traffic gets a lower priority Compared t@'@af
and performance evaluation, based on extensive simulatisrand 34 control messages. On the other hand, the coexistence of
real vehicular traces obtained in the region of Madrid. S ..

safety and Internet applications on the same communication
box raises security issues (e.g., security attacks frontioas
. INTRODUCTION third party applications). Thus, we argue that in the future

Bringing IP connectivity to cars will enable classical angars will have two isolated communication boxes, a first one
new Internet applications to be provided in vehicles. Thidevoted to safety applications and conceived as one of the
will additionally help to speed up the adoption of vehiculamultiple safety devices inside the car (i.e., ABS or seatshel
communication systems by the users, since they will see and a second box that will use standard 802.11 wireless cards
additional benefit in the installation of communicationtsyss to provide Internet access to all the devices inside theclehi
in their cars. (e.g., onboard embedded devices or user terminals such as

Current research efforts are focused on designing an ardhptops, smart phones or PDAS).
tecture that, using an ad-hoc, short-range wireless anti-mul |n this paper we focus on two of the previously mentioned
hop paradigm, will be capable of connecting each vehicignctionalities, namely routing and address configuratite
inside the VANET to fixed roadside gateways placed alorgopose (Section Ill) a new tree-based routing protocol§TR
the roads, and from there to the Internet. Compared to otfBDL) that can be used both in urban scenarios, i.e., where
wireless communication approaches, using a multi hop sok¢adside gateways are deployed densely to provide good In-
tion brings benefits to the user (i.e., cost savings and higrnet access service in highly populated areas; and imlaigh
bandwidth), and to the network providers that can alleviatgenarios, i.e., where roadside gateways are deployesedpar
their already overloaded 3G infrastructure. In real deploflue to cost reasons (Section 1V). By slightly modifying ex-
ments, these roadside gateways can be co-located with itihg IPv6 Stateless Address Autoconfiguration (SLAAQ) [1
Road Side Units (RSUs) deployed around the roads for safetgchanisms, TREBOL may be used to also provide IP address
purposes. To enable Vehicle-to-Internet communicatismsie  autoconfiguration (Section 11I-A). The performance of TRE-
functionalities are needed: BOL has been evaluated using real vehicular traces, inaudi

« Address configurationvehicles have to be able to auto-a comparison with other approaches (Section V).
configure a valid IP network address in an automatic way,
without requiring manual intervention from the user.

« Routing capabilitymechanisms for an efficient routing of
IP datagrams, mainly unicast, from the vehicle to roadside Vehicular networks exhibit unique properties such as the
gateways and vice versa. high dynamics of the nodes (e.g., the link lifetime is subjec

« Mobility managementvehicular networks are characterto vehicles’ movements). These particularities make theeadis
ized by high mobility. Thus, an effective mechanisnstandard MANET routing protocols (either proactive or reac
for seamless handover between different networks atide) not suitable for this kind of environment. The knowded
roadside gateways is required. of participant nodes’ position information, typically sled

o . by a GPS receiver, can be exploited by VANET-specific rout-
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In basic geographic protocols [4] [5], an intermediate noc L

forwards a packet to the direct neighbor which is thesest e tf, < e, S,

to the geographic position of the destination, operatioovkm - /#«,“j .\isi ﬁ&:g

as greedy forwarding. So, each node has to be awaig o = w2 G 5 B
the position of its direct neighbors, anij the position of TREBOL AREA

the final destination. To this end, nodes send periodic bea @B oo B rewiervs

messages informing neighboring nodes about their identifi_ ‘

position and other relevant information. However, thec@a

. . . igure 1.
of a proper beaconing interval becomes really important t
find a good trade-off between control overhead and up-te-dat
neighborhood information. The lower interval, the more up-
to-date information is acquired, but at the cost of extrati@in
overhead, interferences and more frequent wireless ioolis ~ In TREBOL, data forwarding decisions are based on IPv6
As for the position of the final destination, this informatio addresses (i.e., it is a topological routing protocol). éDat
is provided by alocation service This functionality may be paths follow a tree built by the TREBOL protocol, which is
centralized (i.e., nodes update their new locations onatilme formed using position information (e.g., vehicles are e
server) or distributed (e.g., the source node floods a messt@ have a GPS receiver) to minimize the control overhead
asking for the position of the destination node), but in amge; load. We describe next how this is achieved. We assume for
the location service is another source of control overhead. the time being that nodes are already provided with IPv6
addresses that can be used by the routing protocol (we Hescri

th Ipformangn-enncfgd gec_)giraphlc p;rotgggls [GI], [_7]’ Bgz.dhow TREBOL can function also as address autoconfiguration
eir operation on the existence of additional (i.e., i protocol in Section I1I-A).

position) information specific to VANET scenarios such as L . . :
o ; . . The main issue is how to build and update the tree in
maps, statistics about traffic density on different roadsyiner :
. : ) : order to tackle the frequent topology changes in VANETS.
of lanes per road, speed limits or information about trajsct . . .
estimations. These protocols, instead of following a gyee he upstream tree (i.e., the tree used in the forwarding of
' P ' 9 a Weelata packets from the vehicle to the Internet) is built and

?hpprgacth (i.'g" chooskn?( as _next thp dl;gestgelghbor o updated when each node learns about its parent upon regeivin
€ destination), can take wiser forwarding ecISIOnS"(e'%eriodical configuration messages (CM) sent by the roadside

choosing as next hop thgestneighbor). At first glance one :
would expect that the more information is available theebettgmeway (RSG)' It is a_ssumed_that each RSG plays the role
of relay (i.e., forwarding traffic from/to the Internet) for

the routing protocol performance is. However, the perfaraea he vehicles within a limited geographical area, known as

of these protocols depends very much on how accurate t REBOL area (see Figure 1). Thus, configuration messages

adstloknaI |qfor:{rl13at|on Is, since the Iflor]:/va;dlng d?.c's'?hn?tk. sent by a RSG are spread within its TREBOL area. On the
are taken might be erroneous orreally far irom optimal. ngxt o hand, the creation of the downstream tree (i.e., e tr

Into account that the mforr_nahon they are dealing .Wlth ™. lysed in the forwarding of data packets from the Internetéo th
many cases highly dynamic (e.g., speed or density of cars

. L . . .. vehicle) follows a reactive approach: each node learns w&io a
there is a non negligible probability that this informatimn ) PP

stale or outdated when it is considered for forwarding. Gn tig? gg'tlsrs; cokgtz per data packet basis, as part of the foimgrd

other hand, keeping this information updated may be costly i As already mentioned, TREBOL builds and refreshes the

terms of control overhead. . -~ ) )
upstream tree by using periodical configuration messages

Position-based protocols can support information exchan@entified by a unique and incrementséquence numbger
with the Internet, considering that roadside gateways @t jwhich are initially sent by the RSG and then regenerated and
other nodes that participate in the routing protocol, buhat sent by a subset of the VANET nodes. Once a node receives
cost of a significant control overhead. However, we argue thea CM with a newer sequence number, the sender of that CM
vehicle-to-Internet unicast communications exhibit a omon becomes the parent of the receiving node, and the forwarding
set of characteristics that may be exploited by the VANEState is updated accordingly (i.e., the parent is used adiogx
routing protocol. In particular, not all network nodes bedha for upstream data traffic towards the Internet). Then, thaeno
in the same way: roadside gateways (RSG) play a critica@generates the CM (i.e., updating some fields but keeping th
role, since they operate as relays to the Internet. The medjuioriginal sequence number) and sets a backoff timer. Only if
network connectivity graph is anchored at the RSG (i.e., dlis backoff timer expires, the node broadcasts this regeed
data traffic traverses the RSG), as opposed to other vehiClEl to its neighbors. In the meantime, if the node receives
scenarios, in which a mesh graph is desired. In this pamarother CM with this same sequence number (i.e., sent by
we propose TREBOL, a tree-based routing protocol flexibEnother node with a shorter backoff time), it cancels the
enough to quickly react to topology changes, which aims sénding of the regenerated CM. It is worth mentioning that
enabling unicast vehicle-to-Internet communicationssi@es, only if a node sends a regenerated CM, it has the chance to
forwarding in TREBOL is not based on positions, so neithdrecome aparent node. Parent nodes take the responsibility
beacon messages nor location service information is needefd forwarding data traffic from/to the Internet from/to its
allowing great savings in terms of control overhead. descendants, so a critical issue in TREBOL is to select as

TREBOL area

Ill. TREBOL



parents those nodes that according to their charactar{gtig., child has selected the node as next hop for traffic towards the
speed, position, etc.) lead to more stable trees. The CMs skrternet). Thus, upon receiving a data packet to the Interne
by the RSG include the following information: the node learns the identity of the descendant (i.e., theceou
« areaBoundary: geographic information describing theaddress of the data packet) and updates the corresponding
TREBOL area. Nodes outside this area receiving a Ckarwarding state information (i.e., the child which forwad
discard the message. this data packet becomes the next hop for downstream data
« sendPos: geographic position of the sender of the CMtraffic towards the descendant).
It is set initially to the location of the RSG and then over-
written with the position of the last node that regenerated Address Autoconfiguration Support
and sent the CM.
o prefR: value that represents the preferred distance hF
tween consecutivgarents (i.e., nodes with children).

CM messages are received by all the nodes within a

REBOL area. So far we have assumed that VANET nodes

Lower values imply more dense, populated trees Whiflere already provided with an P addre;s that can Fhen .be
’ ' used by the TREBOL routing mechanism as identifier in

gghglr Zn? S.r:mﬁ)rll);srﬂzrsfemtrs]ezl'lo ed distance bet eethe forwarding process. The same CM messages could also
o [i- value fixing Ximu W ; WEeHe used to convey prefix information, allowing nodes to

the recelvgr an(f:i t::e éi;]dﬁr (r:.e. thed RS.G for 2 potent(ljla toconfigure IP addresses in a way similar to the standard
?r?)rrﬁr'::lg?esgi\?ertng de th. R (tiee 2:2 d;roésfie?(;; ?;eiwapﬁ’v6 SLAAC [1]. In fact, the most straightforward approach
the CM is discarded. In this wayz serves as a’virtual is to slightly modify the IPv6 SLAAC mechanism so it is
: L integrated with TREBOL as follows. All nodes within the
erele§s coverage radius. ame TREBOL area share the same IPv6 prefix (or set of
* prefS. value that represent_s the prefefred speed of no‘%r%fixes), effectively forming a multi-link subnet. The RSG
_sendmg regenerated CMS (ie., p_otenpafentnodes). It ends standard Router Advertisements (RAS) messages, con-
IS T)e'lt' by fthﬁ RSG. Tlh's _value IS usedd to r;reser\;]e ttﬁning the prefix(es) allocated to the TREBOL area, and have
tsrtaav;IIZtOsir;ilzlrtrs;ezgse((:glr:)%eﬁ;;go es those that the on-link flag (L) unset [9]. The two minor modifications
« mazSpeedDif f: nodes whose speed 'differs more thathat TREBOL introduces consist off RAs are regenerated
this vglue from 'refS will be preF\)/ented from sending By eachparentnode, keeping the same prefix, afjdRAs are
regenerated Cl\fljs (i.e., becomiparentnodes) used by all VANET node_s (includingarentnodes, Which are
dD ) tH N i | t th ' . also routers) to autoconfigure an address from the prefixs&he
* Dpos @Nd Dypeca: these two values set the maximung ng a6 extended with additional options to carry the fields

value for the backoff timer. The higher these values .. : )
are, the more time is required to build the tree. On t defined in the CMs (needed by TREBOL routing). In order

ther hand. t hort val iaht irel avoid unnecessary control overhead, Duplicate Address
goll(iesrior?sn » 100 short values might cause many WIr€leg e ction (DAD) is disabled, since we can safely assume that

i ) ) o in a vehicular environment there exist unique identifierat th
Selecting the potentigdarentnodes is a completely distributed.54 pe used to generate IPv6 addresses.

process based on a backoff timer: The main advantage of using this autoconfiguration mech-
I((Jlpos — sendPos||) — prefR)|| anisms is that it reduces the overall control overhead redui
Toackoss = R X Dypos by combining routing and address autoconfiguration funstio
||speed — prefS|| D using a single set of signaling messages. Note that thissagdr
maxzSpeedDif f speed autoconfiguration mechanism feature could be disabled if

d required, since TREBOL can also work with different IP

wherepos is the node position anepeed is the node spee . ) .
P P & P address autoconfiguration solutions.

A node that is located at a distanpeefR from the sender
of the CM, and that travels at a speedBfefSpeed would
immediately send the regenerated CK.1o7; = 0 s). After IV. DEPLOYMENT CONSIDERATIONS
waiting Tyackor ¢ SECONS, the node sends the regenerated CMFrom a deployment perspective, a goal is to configure TRE-
(updates theend Pos field) only if it has not received anotherBOL so it provides routing trees as much stable as possible,
CM with the same sequence number from one of its neighbavihout imposing too high performance penalties. Out of the
before. In this way, the shorter 181,75 Of a node is, the parameters that can be configurde,is determined by the
more likely the node sends a regenerated CM becomingclaosen wireless technology, apge f R can be expressed as a
potential parent (i.e., assuming the responsibility of havingraction of it. When selectingre f R, there is a tradeoff that
children and forwarding their data traffic). needs to be considered: highetef R values lead to shorter,
On the other hand, the TREBOL downstream tree (i.e., that less reliable/stable routes, as more nodes locatedeat th
tree followed to deliver data traffic from the Internet to théorder of the coverage would be selectedpasent nodes.
vehicle) is built and refreshed on a per data packet basiaras ©On the other hand, shorteref R values lead to more stable,
of the data packets forwarding process. A node will be awalbet longer routesprefS can be fixed by taking the speed
of the identity (i.e., the IPv6 address) of its descendar#s ( limit in the zone or by the RSG taking the average speed (by
downstream nodes in the tree) when it receives data trafiampling the vehicles’ speed in real time)axzSpeedDif f
addressed to the Internet from one of its children (i.e., tlian be expressed as a fractionpot fS.



Simulation framework OMNeT++ and MIXIM
Ifrastructura Wireless Device 802.11b @ 6Mb/s
Channel Model Pathloss with channel fading
network Coverage radius 225m
_ Distance between RSGs [n]] 1000, 1500, 2000, 3000
Data traffic ICMP Echo Request / Reply

: (packet size: 1KB)
2001/:\;38::1 Table |
SIMULATION SETTINGS
RSG RSG RSG
100 T T T

TREBOL TREBOL TREBOL
area area area

Area prefix 2001:DB8::/32

Figure 2. Example of TREBOL deployment hierarchy

elivery Ratio (%

There is a wide range of deployment scenarios where®
TREBOL might operate. These scenarios are mostly define@
by the size of the TREBOL area, which is conditioned g
by different aspects, such as performance, vehicular gensi &
cost considerations, etc. In large TREBOL areas (i.e. one 1000 1500 2000 2500 3000
single RSG provides service to a geographical area realsonab Drsc [ M
large), associating an IPv6 prefix to a TREBOL area does
.no-t introduce any .Issues' Howe_ver’ in small TREBOL ar.eaﬁgure 3. The packet delivery ratio with 95% confidence ity
it is more convenient to associate the same IPv6 prefix to
several adjacent TREBOL areas, avoiding the cost imposed

by frequent IP address changes. TREBOL and GPSR are configured to allow a fair com-
TREBOL easily supports a flexible association of IP prefixgsarison between them. For GPSR, the average time between

to multiple TREBOL areas by introducing a simple hierarchjeacons messages is set to 1 sec (uniformly distributed):

with the possibility of having several RSG connected to a sirfGPSR = 1msg/sec. For TREBOL, the time between CMs

gle Access Router (AR) on the infrastructure (see Figure 1M} set to 1 sec as well (uniformly distributed}i rzsor =

The AR plays the role of thearent of the RSGs (this is 1,59/sec. prefR parameter is set to 180m and the:fS is

statically configured, without making use of the backoff¢iin  configured to be equal to the scenario’s average speed.

V. PERFORMANCEEVALUATION .
B. Results analysis

In order to evaluate the performance of the TREBOL routing Our goal is to compare TREBOL and GPSR in relation to

protocol, we conduct simulations based on real vehiculgr

traces. We compare the performance obtained with TREB g following three par_ame';ers: packet delivery ratio,rage
mber of hops and signaling load.

with a pure geographic based routing protocol: the GreeH)l/J

Perimeter Stateless Routing for Wireless Networks (GPSR?E'gure 3 shows the packet delivery ratio obtained in the

[4]. Additionally, we also compare some merit figures withy, ulations for TREBOL’ GPSR and al_so the “optimal” value
Ehat could be achieved by aideal routing protocol, under

the ones that would be obtained with an “optimal” (ideal),. . ; .
. . . ifferent deployment scenarios — characterized by theuolést
routing protocol, in which each node knows the best roufe

to/from the Internet at any time. In this experimental eatithn etween RSGsIrsc)- The “optimal” protocol always finds

. . he best path if it exists, so whe®gss increases the
we focus on the following performance metrics: the paCk&robability of having a gap in the multihop path is higher.

delivery ratio, the number of hops to reach the RSG and t % it can be observed, TREBOL provides a higher delivery
control overhead.

ratio than GPSR.

The second metric we are interested in analyzing is the
average length (i.e. number of hops) of the routes computed
We run a set of trace-driven simulations with input datay TREBOL. Figure 4 shows the obtained results, including
coming from real traffic measurements taken from one afso GPSR and the “optimal” routing protocol. As expected,
the most important arterial road around Madrid (recorded GRREBOL uses slightly longer routes, as it tries to come up

May, 10th 2010 from 8.30am to 9.30am), namely the orbitalith routes composed gfarent nodes that are separated by
highway M-40. In this road, vehicles can span over threedangre f R meters. The average route length achieved by GPSR
(with an average speed of 90 km/h and a density of arouizdvery close to the ideal one as GPSR tries to use the shorter
50 veh/km). Simulation settings are summarized in Table l.possible route, by making use of the farthest forwardingenod

A. Simulation environment



(see Table II). The results are coherent with the analytical
formulation in Eqg. (1) as the calculated value is a limit supe
rior. As observed, TREBOL provides an important signaling
overhead saving due to the fact that in GPSR every node has
to periodically send beacons — in order to keep its position
updated into the other nodes’ neighbor tables — while in
TREBOL only parentnodes send signaling messages (and on
average there is only orgarentnode everypref R meters).

To sum up, the performance evaluation results show that
1 TREBOL provides a better performance than GPSR — being
this performance similar to the one achieved by the “optimal
one in terms of packet delivery ratio and average route kengt
— while outperforming GPSR in terms of control overhead.

%};.—:

# Hops

! !

1500 2000
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000 2500 3000

VI. CONCLUSION

TREBOL is a tree-based routing protocol that benefits from
the inherent tree-shaped nature of vehicle-to-Interredfidr

Figure 4. The average number of hops with 95% confidencevaiter

D Rfo%ém) ?Zg to reduce the signaling overhead while dealing efficiently
1500 5.88 with vehicular dynamics. Furthermore, the protocol could
2000 7.03 also be used to allow nodes to autoconfigure IPv6 addresses,
3000 716 reducing even more the overall control overhead required

Table II by routing and address autoconfiguration functions. Anothe

RELATIVE ROUTING LOAD OF GPSRCOMPARED TOTREBOL remarkable feature of the proposed protocol is the wideeang

of deployment scenarios, mostly defined by the size of the
TREBOL area, where it may operate, making it suitable for

in the direction towards the destination. This however h&9th urban and highways scenarios. , ,
an impact on the resulting packet delivery ratio, as the -next Re_sults from simulations using real vehicular traces got in
hop selected as best by GPSR might become unreachable M@g”d show that our proppsal outperforms GPS_R protocol,
to nodes’ movement, and this is not detected until the ne%owdlng better traffic delivery ratio and allowing at the

beaconing period (i.e., until GPSR finds another best nex@Me time a significant saving of control overhead, aspect
hop, data packets are lost) considered critical in wireless VANETs networks.

The last important metric we analyze is the signaling load. Future work includes analytical modeling of TREBOL
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