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Abstract

Vehicular Ad hoc NETworks (VANETs) are considered as the most suitable tech-

nology to provide vehicles with communication capabilities as a mean to improve

road safety. Additionally, VANETs also open the market to non-safety applications

where Internet connectivity is the main focus. Internet access from VANETs can

be provided with the support of gateways located at the side of the roads, such that

vehicles change their point of attachment to the Internet maintaining ongoing com-

munications while they move. In this paper we tackle the problem of providing

Internet access from VANETs combining the Proxy Mobile IPv6 (PMIPv6) with

the ETSI TC ITS GeoNetworking (GN) protocols. We study how to adapt PMIPv6

to the multi-hop ETSI TC ITS architecture. A key contribution of this work is the

design and analysis of different mechanisms that can be applied to the solution to

improve the overall performance. A detailed performance evaluation of the solu-

tion and the different mechanisms assessing their influence is conducted by means

of simulation under real traffic traces of an important orbital highway of Madrid.
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1. Introduction

In recent years, significant attention has been paid to Vehicular Ad hoc NET-

works (VANETs) because they are considered as the most suitable technology to

provide vehicles with communication capabilities as a mean to improve road safety.

Applications that inform drivers about road hazards (e.g., the sudden breaking of
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the vehicle ahead) could be deployed in order to avoid traffic accidents and de-

crease road casualties. In addition to improving road safety, VANETs can also

open the market to non-safety applications where Internet access has become the

main focus. This is so because, on the one hand, drivers could use common Internet

services and, on the other hand, it makes possible the appearance of new Internet

applications oriented to drivers.

A VANET is a type of ad hoc network, formed by vehicles that can communi-

cate among them through wireless interfaces in a decentralized way, i.e., with no

infrastructure support. Nodes can communicate with other nodes out of its direct

coverage range through a multi-hop path between source and destination. A key

distinct characteristic of VANETs – when compared to other flavors of ad-hoc net-

works, is their high level of node mobility (due to vehicles’ speed) causing links

among nodes to break down continuously. Nodes’ mobility pattern is typically re-

stricted as vehicles move on roads with a given topology. Additionally, VANET

nodes may have large memory and processing capabilities. These important prop-

erties have to be taken into account when designing protocols for VANETs.

The European Telecommunications Standards Institute Technical Committee

Intelligent Transport System (ETSI TC ITS) [1] is the technical committee that is

in charge of standardizing the architecture and the communication protocols for an

intelligent transport system. The ETSI TC ITS takes into consideration input from

automobile manufactures and industry recommendations, such as those proposed

by the Car to Car Communications Consortium (C2C-CC) [2]. The ETSI TC ITS

system architecture [3] is based on the use of a geographic based routing proto-

col: the GeoNetworking protocol (GN) [4]. Geographic based routing protocols

assume that every node can obtain its geographical location using a location ser-

vice mechanism such as Global Positioning System (GPS). Packets are forwarded

through the network following the direction where the destination node is located,

sending the packets via the neighboring node that is the closest to the destination.

In order to provide Internet connectivity to vehicles of the VANET, gateways

connected to the fixed infrastructure are placed at the side of the roads. There-

fore, vehicles have to be able to change their point of attachment to the Internet

while maintaining ongoing communications. In the ETSI TC ITS specification for

Internet Integration [5], mobility support is addressed by means of the Network

Mobility Basic Support (NEMO BS) protocol [6] by default, but other mobility

support approaches can be applied such as Proxy Mobile IPv6 (PMIPv6) [7].

In this article, we tackle the problem of providing Internet access from VANETs

combining PMIPv6 with the ETSI TC ITS architecture [3] and its GeoNetworking

protocol (GN) [4]. The main motivation for adopting PMIPv6 to provide mobility

support in the VANET is that it allows efficient handovers in a local domain.

PMIPv6 is a Network-based Localized Mobility Management (NetLMM) so-
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lution where all the functionalities regarding to IP mobility support reside in the

network side. The NetLMM approach has been promoted by network operators

because it offers them more control to manage mobility in their networks. Mo-

bility support is provided without Mobile Node (MN) intervention at the IP layer,

avoiding the need for special software and/or complex configurations in the MN,

whereas other mobility approaches (e.g., MIPv6) require in the MN mobility spe-

cific security configuration and signaling. Additionally, due to the progressive

adoption of PMIPv6 as mobility support approach by network operators, this brings

the opportunity of integrating the mobility solution selected for VANETs with the

one existing in other regions of their network (e.g., with other access technologies,

for instance 3G) where they provide mobility support also by means of PMIPv6.

In this way, vehicles could access the Internet through different technologies with-

out changing their IP addresses, so they would not be restricted to move inside the

VANET domain to maintain their ongoing sessions.

However, PMIPv6 is designed for single-hop scenarios, so it has to be adapted

to a multi-hop environment to integrate it with the ETSI TC ITS architecture. In

this paper we propose a set of procedures to integrate PMIPv6 with the ETSI TC

ITS architecture. We also identify several mechanisms that can be applied to the

ETSI TC ITS GeoNetworking specification [4] and analyze their behavior when

used within the integrated PMIPv6 and ETSI TC ITS architecture. Some of these

mechanisms are already proposed in the ETSI specification while others are new.

Finally, we provide a thorough simulation analysis of the performance of the inte-

gration of PMIPv6 with the ETSI TC ITS architecture using the different mecha-

nisms to optimize the Internet access from vehicles. In the simulation analysis we

have used real traffic traces of an important orbital highway of Madrid.

The rest of the paper is organized as follows. In Section 2, related work is

reviewed. Section 3 briefly describes the ETSI TC ITS architecture and PMIPv6.

In the following section, we present the solution to integrate PMIPv6 with the ETSI

TC ITS, presenting also some mechanisms for improving the performance of the

solution. In Section 5 the simulation scenario is described. Section 6 analyzes the

feasibility of the solution evaluating the influence of the described mechanisms on

the performance. Section 7 concludes the paper and presents our future workplan.

2. Related Work

The problem of connecting a mobile ad-hoc network (MANET) to the Internet

has been extensively researched in recent years [8]. However, existing MANET

solutions cannot be directly applied to VANETs because of their special character-

istics, particularly the high speed of vehicles. We next briefly introduce existing

solutions for providing Internet connectivity to vehicles.
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An experimental study about the performance of radio connectivity provided

by residential Wi-Fi access points to vehicles is presented in [9]. Authors describe

the results of several experiments where a few cars driving on metropolitan areas,

collect information about the connectivity between cars and home Wi-Fi hot-spots.

Although the presented results are limited to single-hop connection between cars

and Wi-Fi hot-spots, they show the feasibility of developing VANET applications.

Authors of [10] present an architecture for WLAN-based Internet connectivity

from vehicles. The proposal focuses on single-hop connectivity between vehicles

and WLAN hot-spots located along the road. The problem of intermittent con-

nectivity and mobility is managed at application layer introducing two entities:

Drive-Thru client and Drive-thru proxy. These entities interact to keep connec-

tions during disconnection periods between hot-spots by means of the Persistent

Connection Management Protocol. The main drawback of the proposal is that it is

limited to single-hop connectivity between vehicles and WLAN hot-spots.

In [11], authors consider the multi-hop Vehicle-to-Infrastructure scenario, en-

abling seamless connectivity to the infrastructure network while vehicles perform

handovers between roadside access points maintaining their IP addresses. Rout-

ing and mobility support is handled at layer-2 by means of an enhanced version

of the BATMAN protocol [12]. However, managing mobility at layer-2 poses the

drawback of potential scalability problems due to the high number of vehicles a

VANET is usually comprised of. Besides, authors assume that roadside access

points operate at different frequency channels and vehicles are equipped with two

radio interfaces. This would introduce more complexity allocating frequency chan-

nels in real deployments. On the other hand, the experimental evaluation is limited

to urban scenarios where vehicles move at low speed.

An efficient way of supporting IPv6 over VANETs with geographic routing

based on the C2C-CC [2] system architecture is proposed in [13]. Using standard

unmodified Neighbor Discovery and Stateless Address Autoconfiguration proto-

cols [14, 15] in a VANET is challenging because these protocols assume the ex-

istence of a multicast capable layer below IP. The authors solve this problem by

defining C2C and virtual point-to-point links and making the IPv6 layer aware of

C2C location management information. In this way, the Neighbor Discovery proto-

col does not depend on link-local multicast messages at the expense of introducing

modifications to the IPv6 protocol that can cause interoperability problems with

standard IPv6 protocol implementations. Additionally, the solution does not deal

with IP mobility support.

One of the few research works that addresses the challenges and solutions of

IP mobility management for vehicular networks can be found in [16]. Authors an-

alyze the requirements of IP mobility mechanisms when applied to the vehicular

scenario due to its special features. Although PMIPv6 [7] is mentioned as a possi-
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ble approach for roaming between heterogeneous access networks, authors mainly

focus on a comparison among different existing optimization solutions for Network

Mobility Basic Support protocol (NEMO BS) in vehicular scenarios.

In [17], authors propose a MANET-centric solution to integrate NEMO BS and

geographic routing in VANETs taking as reference the C2C-CC system architec-

ture. A geonetworking-based sub-IP layer hides the multi-hop nature of VANETs

to IPv6, avoiding the need for changes to standard IPv6. This way, NEMO mobile

routers are connected to the Internet via a multi-hop path. The proposal is validated

by means of laboratory tests. Our proposal is however focused on the integration

of a network-based mobility management protocol (i.e., PMIPv6) in VANETs, in-

stead of a client-based global mobility approach like the NEMO BS.

A global mobility management solution combining Host Identity Protocol (HIP)

and PMIPv6 to provide seamless connectivity to the Internet in urban vehicular sce-

narios is proposed in [18]. The solution allows legacy nodes (nodes without mo-

bility support) and HIP-enabled nodes to perform handovers between Road Side

Units (RSUs) of the same (intra-domain handover) or different PMIPv6 domains

(inter-domain handover). However, the proposal requires correspondent nodes in

the Internet to be HIP-enabled or to be behind a HIP proxy.

Authors in [19] propose a quality-driven routing scheme for video streaming

in VANETs that minimizes packet loss. In order to provide mobility support, the

routing scheme is integrated with an adaptation of PMIPv6 to multi-hop VANETs

with a handover prediction mechanism. Their approach to adapt PMIPv6 to the

multi-hop environment is similar to our proposal, however their solution uses the

Neighbor Discovery mechanism and Neighbor Unreachability Detection [14] to

predict handovers and this is costly in VANETs because produces signaling over-

head. In our approach, we avoid the use of the Neighbor Discovery mechanism

completely because the address resolution is done directly since the link layer ad-

dress is part of the GN address according with the GN protocol specification [4].

Besides, we do not only study the integration of PMIPv6 with the ETSI TC ITS

GeoNetworking protocol in multi-hop VANETs, but also propose and deeply ana-

lyze different mechanisms to improve the performance of the solution. To the best

of our knowledge, there are no existing detailed studies on the performance eval-

uation of the integration of PMIPv6 and the ETSI TC GeoNetworking protocol to

provide Internet connectivity from VANETs as the work presented in this article.

3. Background

3.1. ETSI TC ITS Architecture

The ETSI TC ITS is standardizing an architecture [3] for an intelligent trans-

port system based on the C2C-CC recommendations. The ETSI TC ITS has adopted
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the Geographically Scoped stateless Address Configuration (GeoSAC) [20] mech-

anism for automatic IPv6 address configuration in its specification for transmission

of IPv6 packets over GeoNetworking protocols [5].

In the ETSI TC ITS architecture, vehicle ITS stations are equipped with the

Communication & Control Unit (CCU) and Application Units (AUs). The CCU

executes the ETSI communication protocol stack and can be seen as the gateway

(optionally with NEMO extensions) that provides communication capabilities to

the AUs. The CCU has in-vehicle interfaces for communications with AUs and

external short-range wireless interfaces for communications with other ITS stations

of the vehicular ad hoc network. An AU is a device (e.g., a passenger smart phone)

with a standard IPv6 protocol stack which is attached – via a wired or wireless

technology – to the CCU, and that executes a set of applications which benefit

from the connectivity provided by the CCU.

On the other hand, the ITS ad hoc network is also formed by roadside ITS

stations or Road Side Units (RSUs) that are located at the side of the road and

also execute the ETSI communication protocol stack. CCUs and RSUs form a

VANET that allows decentralized inter-vehicle communications. Besides, RSUs

can be connected to the infrastructure of a network operator, thus they not only

increase network connectivity but provide Internet connectivity to vehicles of the

VANET acting as access routers.

The ETSI TC ITS has adopted a geographic routing scheme to forward packets

in its system architecture. The ETSI GeoNetworking protocol (GN) [4] is based

on greedy forwarding and is situated between the link and the IPv6 layer of the

communication protocol stack (see Figure 1(a)). Greedy forwarding is based on

the assumption that all nodes know their own geographical position and the one

of their direct neighbors (nodes that are one hop away). With that information, an

intermediate node can forward packets to the closest neighbor to the geographic

position of the destination. In this way, packets travel from source to destination

through a multi-hop path. In order for the nodes to know neighbors’ position, each

node periodically broadcasts beacon messages including its identifier, actual posi-

tion, heading, speed, etc. Thereby, nodes store a location table with information

about neighbors’ position and final destination’s position. The location of the des-

tination is obtained by means of a location service.

The GN protocol defines two kinds of packet deliveries: geo-unicast and geo-

broadcast. In geo-unicast, the packet is forwarded hop by hop following greedy

forwarding and delivered to a specific destination node located in a particular po-

sition. In geo-broadcast, the packet is geo-routed to a target geographic area, and

then delivered to all nodes located inside the destination area by simple flooding.

The ETSI TC ITS specification for transmission of IPv6 packets over GeoNet-

working protocols [5] relies on GeoSAC [20] mechanism for automatic IPv6 ad-
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dress configuration. GeoSAC adapts the IPv6 SLAAC [14, 15] mechanisms to

geographic addressing and networking defining a new concept of multicast link.

From the point of view of IPv6, the GN layer plays the role of sub-IP layer. The

GN layer receives IPv6 datagrams from the IPv6 layer, encapsulates them into a

GN packet adding the GN header and routes them as mentioned above. Thereby,

the GN layer offers to the IPv6 layer a flat network topology. This means that two

IPv6 neighbors can be separated more than one GN hop away from each other, but

the GN layer makes this transparent so they are in the same link from the point of

view of the IPv6 layer. In Figure 1(a), vehicle A and the RSU are neighbors at the

IPv6 level, but actually the GN layer of vehicle B acts as a forwarder and estab-

lishes a multi-hop path between them. Following this approach a new concept of

multicast link is defined as the restricted geographical zone where the GN protocol

distributes packets to all nodes inside it using geo-broadcast delivery. This allows

to define multicast links as non-overlapping geographic areas. All the nodes inside

an area belong to the same IPv6 link, including an RSU in charge of the area.

As mentioned above, an RSU can be connected to the infrastructure of a net-

work operator, acting as access router for nodes located inside its influence region.

These RSUs issue Router Advertisements (RAs) that are delivered by the GN layer

to all nodes situated inside its geographic area using geo-broadcasting.

Routing of packets in the VANET is performed as follows (see Figure 2). Sup-

pose that an AU of vehicle G wants to send a packet to a node in the Internet. Since

RSU 2 is the access router for the IPv6 layer of vehicle G and they are attached

to the same IPv6 link (although they are not directly connected, i.e. vehicle G is

out of the radio coverage of RSU 2), vehicle G uses RSU 2 as the IPv6 next-hop

to route the packet towards the Internet. Thus, for the packet to reach RSU 2, the

GN layer of vehicle F acts as a forwarder between vehicle G and RSU 2. Once the

packet gets to RSU 2, it is sent to the Internet. But, if vehicle G wants to send a

packet to a vehicle of the same geographic area, for example vehicle E, the packet

is not routed to RSU 2, because vehicles G and E are in the same IPv6 link (i.e.,

vehicle E is the IPv6 next-hop) and the GN protocol routes packets between them.

Note that vehicles’ CCU can learn the geographical area they belong to and the

geographic position of the RSU while they move along different zones because the

RAs issued by the RSUs include these parameters in the GN header.

3.2. Proxy Mobile IPv6

A new trend has recently appeared in IP mobility that proposes to support mo-

bility of nodes within a local domain without the intervention of mobile nodes.

That is, all functionalities regarding to IP mobility support reside in the network

side. This approach is called Network-based Localized Mobility Management

(NetLMM). Proxy Mobile IPv6 (PMIPv6) [7] follows this idea.
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(a) IPv6 over GeoNetworking. (b) Operation of PMIPv6.

Figure 1: IPv6 over GeoNetworking and operation of PMIPv6.

PMIPv6 uses some of the concepts of Mobile IPv6 (MIPv6) [21], but relocat-

ing the mobility management functionality of the Mobile Node (MN) to network

nodes. The main advantage that provides PMIPv6 is that an MN can move in-

side a localized area called Localized Mobility Domain (LMD) where handovers

are more efficient, maintaining its IP address without participating in any IP layer

mobility signaling. An MN can move inside the LMD without changing its IP ad-

dress and without the necessity of informing about its location because the network

tracks MNs’ movement without their involvement. To achieve this functionality,

PMIPv6 introduces new entities and reuses some of the concepts of MIPv6:

Mobile Node: it is a moving IPv6 node that can communicate through (most

likely wireless) network interfaces. In PMIPv6, the MN is not involved in any IP

mobility signaling.

Mobile Access Gateway (MAG): it is a network entity that is responsible for

mobility management on behalf of MNs connected to its access links and is in

charge of maintaining the localization of an MN inside the LMD. Besides, the

MAG is usually the access router of these MNs.

Local Mobility Anchor (LMA): it is a local version of the Home Agent (HA)

of MIPv6 with some extended functionalities. The LMA is the anchor point of the

prefixes assigned to MNs in the LMD. Thus, all packets originated in the Internet

and addressed to prefixes belonging to the PMIPv6 domain will be routed to the

LMA. Besides, the LMA keeps routes to all MNs by means of tunnels between the

LMA and the MAGs where the MNs are attached to.

Next, we briefly explain how PMIPv6 works. When an MN appears in the

LMD, it attaches to a MAG. The MAG, after checking if the MN is authorized

to use the mobility service, sends a Proxy Binding Update message (PBU) to the

8



Figure 2: PMIPv6 in VANETs.

LMA to report that the MN is under its influence. Upon reception of the PBU, the

LMA allocates a prefix to the MN and sends a Proxy Binding Acknowledgment

(PBA) to the MAG carrying the allocated prefix. Then, the MAG sends Router

Advertisement (RA) packets to the MN, so the MN can configure an IPv6 ad-

dress using the prefix allocated by the LMA (e.g., using stateless autoconfiguration

mechanism). In this process, a bidirectional tunnel is established between the LMA

and the MAG where the MN is attached to.

While moving inside the LMD, the MN can disconnect from an old MAG and

connect to a new MAG. PBU/PBA signaling is used to keep updated the tunnel

between the LMA and the MAG providing service to the MN. Besides, to make the

IP mobility transparent to the MN, the new MAG sends RAs to the MN advertising

the same prefix which was allocated by the LMA. Thus, the MN can maintain its IP

address while changing its point of attachment between MAGs. Hence, the LMD is

a single link from MNs point of view. This is called the home network emulation.

Figure 1(b) shows all this process in a schematic view.

Traffic is routed as follows. Packets from the Internet directed to the MN are

received by the LMA and forwarded to the MAG where the MN is attached to

through the bidirectional tunnel. Finally, the MAG delivers the packets to the MN.

When the MN is the source of the traffic, packets are routed to the MAG and then

to the LMA through the bidirectional tunnel. After that, the LMA forwards packets

to the destination.
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4. PMIPv6 in vehicular scenarios

4.1. Integration of PMIPv6 with the ETSI TC ITS architecture

In this section we describe a solution to provide Internet access from VANETs

combining PMIPv6 [7] with the ETSI TC ITS architecture [3] and its GeoNetwork-

ing protocol (GN) [4]. PMIPv6 allows vehicles to perform efficient handovers be-

tween RSUs if the LMA is placed close to the RSUs. As compared to client-based

mobility approaches (like Mobile IP), with PMIPv6 vehicles do not need to have

complex security configurations, as the IP mobility signaling is performed by the

network. Last but not least, if the network operator had PMIPv6 deployed in other

parts of its network (with other access technologies like 3G), the solution allows

for inter-access mobility using PMIPv6. This enables vehicles to get Internet con-

nectivity and keep their IP addresses while moving across different technologies

(i.e., not being limited to mobility within the VANET). These three aspects (ef-

ficient handovers, no complex mobility related security configuration required in

the MN, and integration with the operator’s mobility management allowing inter-

access mobility) justify our choice of PMIPv6 as mobility protocol.

PMIPv6 is designed to single-hop scenarios where the MN is directly con-

nected to the MAG. Thus, PMIPv6 has to be adapted to a multi-hop environment in

order to integrate it with the ETSI TC ITS architecture. The basic operation of the

proposed solution is shown in Figure 2. RSUs play the role of MAGs in PMIPv6

and are located at the side of the road in order to extend the coverage range of

the VANET and to provide Internet connectivity to vehicles. Since RSU/MAGs

act as access routers, they periodically geo-broadcast RA messages within their

managed geographic area. These RAs are the only messages that are broadcast

in the VANET, being delivered to all vehicles inside the RSU/MAG’s geographic

area. The RA messages include information about the geographical position of

the RSU/MAG and its associated geographic area. This enables vehicles to detect

when they change of geographic area and learn the position of the new RSU/MAG.

We take the scenario depicted in Figure 2 to explain the adaptation of PMIPv6

to multi-hop VANETs. When vehicle A gets connected to the VANET, it learns the

geographic position of the RSU/MAG 1 and its associated geographic area from

a received geo-broadcast RA. In order to let the RSU/MAG 1 detect the arrival

of vehicle A to the zone, vehicle A sends a geo-unicast Router Solicitation (RS)

to the RSU/MAG 1. Note that this is possible because RAs include RSU/MAG 1

geographic position. Then, the RS packet is routed by the GN protocol towards

RSU/MAG 1 through a multi-hop path. This way, RSU/MAG 1 becomes aware of

vehicle A’s arrival, which triggers sending a PBU message to the LMA to report

the vehicle A presence. Upon reception of this PBU, the LMA allocates a prefix

for vehicle A and sends a PBA message to RSU/MAG1 which carries the prefix

10



allocated for vehicle A. After PBA processing, RSU/MAG 1 sends the prefix to the

vehicle A by means of a RA message carried inside a geo-unicast packet which is

delivered via a multi-hop path (note that RSU/MAG 1 obtains vehicle A position

from the previous geo-unicast RS). Thus, vehicle A can configure a global IPv6

address using the prefix allocated by the LMA. Besides, a bidirectional tunnel is

created between the LMA and the RSU/MAG 1. In order to assure the success of

this procedure, vehicle A keeps transmitting geo-unicast RSs to the RSU/MAG 1

periodically until it receives the geo-unicast RA with the allocated prefix.

Once the mobility signaling is complete, routing of subsequent data packets

is performed as follows. When a vehicle sends a data packet, it is sent to the

RSU/MAG, which acts as the gateway of the geographic area. After that, the

RSU/MAG forwards the data packet to the LMA through the bidirectional tunnel.

Then, the LMA forwards the packet to the destination: if the destination is inside

the LMD, the packet is tunneled again to the appropriate RSU/MAG; otherwise,

the packet is routed to destination through the Internet. In the opposite direction,

packets coming from the Internet get to the LMA, which then forwards them to the

RSU/MAG where the destination vehicle is attached to, through the right tunnel.

After that, the RSU/MAG routes the packets to the destination vehicle using the

GN protocol.

Due to the mobility of vehicles in the VANET, they may change of geographic

area. Handovers between RSU/MAGs are also illustrated in Figure 2. When ve-

hicle A enters into area 2, it detects the area change because of the reception of a

geo-broadcast RA from RSU/MAG 2. Then, vehicle A sends a geo-unicast RS to

the RSU/MAG 2. Thereby, RSU/MAG 2 notices that vehicle A has entered into

its geographic zone and sends a PBU message to the LMA to inform about the

vehicle A arrival. Then, the LMA sends a PBA message with the prefix of vehicle

A to RSU/MAG 2 and updates the bidirectional tunnel used to forward traffic to

the vehicle A, which now is terminated by the RSU/MAG 2. Since RSU/MAG 2

sends the same prefix allocated by the LMA to vehicle A, it can maintain its IPv6

address despite the change of point of attachment.

4.2. Optimization mechanisms

The procedures presented above allow the integration of PMIPv6 with the ETSI

TC ITS architecture and its GN protocol enabling Internet access from vehicles.

Additionally, several mechanisms can be used within the GeoNetworking proto-

col to improve the resulting performance. Next we describe and analyze the use

of several of those mechanisms. Some of the mechanisms have been proposed

and are already described in the ETSI TC ITS GeoNetworking specification [4],

while others are new proposals to optimize the performance when accessing Inter-
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net from vehicles using the proposed integration of PMIPv6 and the ETSI TC ITS

architecture.

4.2.1. Mechanisms of the ETSI GeoNetworking protocol

Aggressive Independent Beacon Sending: In the ETSI GeoNetworking pro-

tocol [4], nodes periodically broadcast beacon messages including their identifier,

current geographic position, heading direction, speed, etc. This beaconing algo-

rithm causes additional network overhead (that depends on the beacon interval),

but it is needed to maintain location tables updated for the appropriate operation

of the GN protocol. With the goal of decreasing the network overhead produced

by the beaconing algorithm, the ETSI GN specification [4] states that “a beacon

packet shall be sent every beacon interval except another GN packet is sent”. In

other words, the beacon timer is reset upon the transmission of any GN packet

because it piggybacks beacon information inside the GN header.

A concern with this optimization mechanism is that when a node sends a geo-

unicast packet, the packet is only received by the next-hop node and this neighbor

is the only one that processes the GN header information, so other neighbor nodes

do not process the GN header and miss the updated location information. There-

fore, we modify the mechanism so that vehicles send beacons independently of the

transmission of other GN packets (aggressive independent beacon sending).

Geo-broadcasting delay: In the ETSI GN protocol [4], geo-broadcasting is

managed by means of the Simple GeoBroadcast forwarding algorithm with line

forwarding. So, a geo-broadcast packet is directed to the target geographic area fol-

lowing greedy forwarding until it reaches the target zone. Once the packet reaches

the target region, it is delivered to all nodes located inside the destination area by

means of simple flooding. However, when the density of vehicles in the VANET

is quite high, simple flooding can generate collisions at the Media Access Con-

trol (MAC) layer. In our proposal, RAs are sent using geo-broadcast in the RSU

area, but this can generate collisions because upon reception of the geo-broadcast

RA packet, vehicles within RSU/MAG’s radio coverage try to re-transmit the RA

packet at the same time. In order to avoid this behavior, we propose to introduce

a geo-broadcasting delay mechanism such that vehicles wait for a random interval

before re-transmitting a geo-broadcast packet by means of simple flooding.

GeoNetworking Buffering: The ETSI GN protocol [4] keeps packets in a for-

warding packet buffer when the greedy forwarding algorithm fails finding a valid

neighbor as next hop. This GeoNetworking buffering avoids discarding packets, by

storing them in a buffer until a valid next hop neighbor is found. The GeoNetwork-

ing buffering mechanism is useful when there are not reachable neighbors closer to

the final destination due to disconnections among zones of the VANET.
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4.2.2. New optimization mechanisms

Cross-Layer Based Neighbor Loss Detection: Cross-layer optimizations have

been shown to be useful in VANET protocol architectures (see for example [22]).

This mechanism is such a cross-layer optimization. When nodes process beacons

or GN packets, they store or update information about the identifier, actual posi-

tion, heading, speed, etc. of the sender in their location table. This information is

considered valid for a specific lifetime, therefore it is possible that a node routes

a packet to a neighbor that is not reachable any more (because of the high mo-

bility of VANET nodes) until its entry in the location table expires. We propose

the following cross-layer based neighbor loss detection mechanism: when a packet

is discarded at link layer because the next hop at the GN level is not reachable

(after seven failed send attempts), the neighbor information is erased from the lo-

cation table of the GN layer. In this way, packets are routed through other available

neighbors avoiding packet losses.

Neighbor Position Prediction: Following the idea of avoiding to send packets

to neighbors that became unreachable because of their movement, we propose to

select the next hop for greedy forwarding taking into account a predicted position

of neighbors instead of the position stored in the location table. The predicted po-

sition is calculated from the stored position, speed, heading and the interval of time

between the actual moment and the time-stamp of location table entry (moment at

which the position, speed and heading of the neighbor was acquired). Therefore,

neighbors that are predicted to be outside of the radio coverage of the node are not

selected as next hop.

Handover Detection & Bicasting: As mentioned above, authors of [19] have

proposed a handover prediction scheme that relays on the Neighbor Discovery

mechanism and Neighbor Unreachability Detection [14] that are costly in VANETs

because produce signaling overhead. Note that according with the GN protocol

specification [4] the link layer address is part of the GN address, thus address res-

olution is direct avoiding the use of the Neighbor Discovery mechanism.

We propose a handover detection scheme based on the analysis of the GN

header of data packets instead of Neighbor Discovery messages. Since RSU/MAGs

are the gateways of vehicles within their area, when a vehicle is communicating

with a node in the Internet, the RSU/MAG receives data packets sent by the source

vehicle. Thus, the RSU/MAG can extract from the GN header the actual position

of the source vehicle. By doing so, the RSU/MAG can detect when the vehicle has

changed of geographic zone. If the RSU/MAG detects that a vehicle has entered

into a new geographic area, it informs the LMA about that. Then, the LMA starts

bicasting data packets coming from the Internet and addressed to the concerned ve-

hicle towards the RSU/MAG of the previous geographic zone and the RSU/MAG

13



of the new area. Thereby, packet losses in the handover between two RSU/MAGs

are avoided. The LMA finishes bicasting data packets when receives a PBU from

the new RSU/MAG informing about the vehicle attachment.

5. Simulation scenario

In this section we report on the scenario used to conduct an experimental eval-

uation of the solution based on simulation. This experimental evaluation has two

main goals: i) to validate the feasibility of the general solution, and, ii) to assess

the performance impact of each of the different optimization mechanisms described

before. With the aim of obtaining results close to real scenarios we run simulations

using our own implementation of the ETSI TC ITS GeoNetworking protocol [4]

and PMIPv6 [7], integrated with the INETMANET framework1 for the OMNeT++

simulator2. The PMIPv6 implementation is based on xMIPv63. Next we describe

the simulation scenario that is depicted on Figure 2.

The simulation scenario is an L meters long highway stretch with three lanes.

There are two RSU/MAGs separated by a distance of D (meters), each of them

managing a geographic area of length D/2 meters (see Figure 2). Vehicles are

generated in the simulation from real traffic traces of an important orbital high-

way of Madrid called M-40. These traces have been collected in the kilometer

point 12.7 of the M-40 from 8:30 to 9:00 in the morning. The vehicular density

is 54 veh/Km and the average speed is 95 Km/h. To obtain realistic driver’s be-

havior during the simulation we use the SUMO traffic simulator4. Following this

approach, vehicles enter in the highway stretch in a specific lane, time point and

speed obtained from the real traces, move along the highway performing a han-

dover between RSU/MAGs changing from geographic area 1 to geographic area 2,

and finally, they exit the highway stretch. The maximum speed of vehicles is lim-

ited to 100 Km/h, which is the speed limit of the M-40. Vehicles and RSU/MAGs

are equipped with IEEE 802.11g link layer operating at 54Mbps. The transmission

power is configured to obtain a radio coverage of 200 meters.

RSU/MAGs periodically send RA messages using an inter-message interval

uniformly distributed between RAmin = 0.75 seconds and RAmax = 1.25 seconds.

When the geo-broadcasting delay optimization is enabled, vehicles wait for a ran-

1INETMANET Framework for OMNEST/OMNeT++ 4.x (based on INET Framework):

https://github.com/inetmanet/inetmanet/wiki
2OMNeT++ Network Simulator Framework: http://www.omnetpp.org/
3Extensible Mobile IPv6 (xMIPv6) Simulation Model for OMNeT++: http://www.kn.e-

technik.tu-dortmund.de/ obs/content/view/232/lang de/
4SUMO Simulation of Urban MObility: http://sumo.sourceforge.net/
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dom interval between 0 and 50 milliseconds before re-transmitting a geo-broadcast

packet. Vehicles may send up to 7 geo-unicast RS each separated by 0.75 seconds

when they want to attach to an RSU/MAG.

Regarding the lifetime of the entries in the location table, we have experimen-

tally realized that when the beaconing interval is too short (e.g., 0.5 seconds) and

the location table lifetime is also short, the overall performance degrades. This

degradation may be caused by collisions of beacon messages so that the location

table information is not updated timely. Therefore, the location table lifetime has

to be increased when the beacon interval is short to mitigate the problem caused

by beacon losses. On the other hand, the use of long location table lifetimes also

produces performance degradation because old entries in the location table can

be considered as valid even though the neighbors might not be reachable. Based

on this rationale, we have set up a lifetime value equal to 3 times the beaconing

interval, with a minimum of 2.5 seconds.

In order to experimentally assess the performance of the solution and the im-

pact of the different optimization mechanisms, the characteristics of the data traffic

used in the experiments is very important. We have used in our simulation differ-

ent scenarios in terms of traffic patterns. In one scenario, two independent UDP

CBR flows are established between a vehicle in the VANET and a Correspondent

Node (CN) in the Internet (Internet-VANET and VANET-Internet directions), with

both sending a 20-byte data packet each 10 milliseconds. This traffic pattern (i.e.,

frequent small packets) allows to sample the behavior of the solution with accu-

racy. The vehicle is randomly selected once the highway stretch is populated with

vehicles to recreate a real scenario where the vehicle has other vehicles ahead and

behind of it. Since this traffic generation pattern does not model a realistic one in

the Internet, we also consider a UDP traffic pattern of 512-byte packets sent each

30 milliseconds. Last but not least, we also consider the case in which not only one

vehicle communicates with the CN, but a 10% of vehicles of the VANET do.

Two basic configurations of RSU/MAGs deployment have been considered: i)

a highway stretch of L = 2000 m. with RSU/MAGs separated D = 1000 m., and ii)

a highway stretch of L = 4000 m. with RSU/MAGs separated D = 2000 m.

Multiple simulations, varying the beaconing interval, have been run using the

previous simulation scenarios. Each simulation is repeated 30 times using different

seeds (95% confidence intervals are provided). These simulations have been used

to obtain the following performance metrics:

Beacons per second that a vehicle sends. Note that this depends on the use of

the beacon piggybacking strategy.

Packet delivery ratio measured from the moment a vehicle configures its IPv6

address until it exits the highway stretch.

Number of hops traversed by data packets transferred between the MAG and
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the vehicle.

Configuration time defined as the time that elapses from the moment a vehicle

changes of geographic area (from area 1 to area 2) until it receives a geo-unicast

RA message from the RSU/MAG with the prefix allocated by the LMA.

Handover Packets losses during handovers.

6. Performance Evaluation

In this section we conduct an extensive performance evaluation of the solution

by means of simulation. A very important contribution of this section is assessing

and understanding the impact of each of the optimization mechanisms. In order to

do so, we follow a 2-stage approach. First, we analyze the results obtained when

all the optimization mechanisms are enabled. Afterwards, taking these results as

reference, we selectively disable each mechanism to analyze its influence on the

overall performance of the solution. The goal of this analysis is to identify the

mechanisms that can be disabled without a noticeable degradation on the perfor-

mance. There may happen that mechanisms disabled together cause a significant

loss of performance even if disabling each one individually does not. In order to

avoid this, we compare the results of the final candidate solution (i.e., the result-

ing one after disabling all the mechanisms that did not seem to add any significant

performance gains when disabled) against the reference solution results.

For the following tests we use the first traffic generation scenario, namely two

UDP CBR flows of 20-byte data packets sent every 10ms between a vehicle and

a node in the Internet. Figure 3 shows the performance obtained with the refer-

ence solution. Figure 3(a) presents the packet delivery ratio of the two CBR flows

(Internet-VANET and VANET-Internet directions) as a function of the beaconing

interval. It can be seen that the packet delivery ratio decreases when the beaconing

interval increases, which is an expected behavior as the accuracy of the neighbor

position information depends on the beaconing interval. In terms of packet deliv-

ery ratio, the VANET-Internet flow obtains a better result than the Internet-VANET

one. This is due to the fact that the RSU/MAG is a fixed node, so the vehicles al-

ways know its location very accurately. On the other hand, in the Internet-VANET

direction, the destination might be moving, and therefore the forwarding nodes

need to have an accurate view of the destination’s position, as the packet delivery

may fail otherwise. Besides, the packet delivery ratio is higher when the distance

between RSU/MAGs is shorter, which is also an expected result, since the longer

the VANET path is, the higher the chances of losing packets are.

Figure 3(d) shows that the packet losses due to handovers are close to zero for

all simulated cases. Only for the VANET-Internet flow, packet losses slightly in-
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Figure 3: Performance evaluation of PMIPv6 over ETSI GeoNetworking (Reference solution).

crease with the distance between RSU/MAGs is longer, because of the higher prob-

ability of losing a packet when the geographic area gets bigger (see Figure 3(b)).

We measured the average number of hops and configuration time, obtaining

the expected results (see Figures 3(b) and 3(c)).

The next step after obtaining the reference solution results is to selectively

disable one by one the different optimization mechanisms, analyzing their impact

on the overall performance, by comparing the results obtained with the ones of the

reference solution.

Aggressive Independent Beacon Sending: We present in Figures 4(a) and

4(b) the packet delivery ratio when aggressive independent beacon sending is dis-

abled versus the reference solution (with aggressive independent beacon sending

enabled). It can be seen from the results that the packet delivery ratio only slightly

decreases when aggressive independent beacon sending is disabled in both scenar-

ios (D = 1000 meters and D = 2000 meters).

Although we believed that aggressive independent beacon sending could help

to improve the performance, obtained results do not support this assumption. In

addition, the signaling control overhead significantly increses (see Figures 4(c)

and 4(d) ). Therefore, we decide to disable aggressive independent beacon sending
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Figure 4: Analysis of Aggressive Independet Beacon Sending.

in the final solution.

Geo-broadcasting Delay: Figure 5 presents the impact of the geo-broadcasting

delay optimization on the configuration time. When geo-broadcasting delay mech-

anism is disabled the configuration time is too high due to the collisions produced

at the MAC layer when all vehicles inside RSU/MAG’s radio coverage try to re-

transmit geo-broadcast RA packets at the same time. When geo-broadcasting delay

mechanism is enabled, the configuration time is the expected one, as shown before

in Figure 3(c). From the results shown in Figures 5(a) and 5(b), we can observe

that the configuration time gets higher with the distance between RSU/MAGs when

geo-broadcasting delay is disabled. This is because as vehicles get farther than one

hop from the RSU/MAG, it becomes more likely that geo-broadcast RAs are lost

due to the wireless collisions. Therefore, based on the obtained results, we decide

to keep the geo-broadcasting delay mechanism in the final solution.

GeoNetworking Buffering: Figure 6 illustrates the impact of the GeoNet-

working buffering optimization mechanism. The GeoNetworking buffering pre-

vents discarding a packet when greedy forwarding does not find a valid next hop

neighbor, by keeping the packet in a buffer for a certain amount of time. In this

way, the GeoNetworking buffering is useful in scenarios with low vehicle density

where disconnections between parts of the VANET are frequent. However, ex-
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Figure 5: Analysis of Geo-broadcasting Delay.
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Figure 6: Analysis of GeoNetworking Buffering.

perimental results show that the GeoNetworking buffering deactivation does not

produce any degradation on the packet delivery ratio. This can be explained be-

cause vehicles in our simulations are generated from real traffic traces of a busy

highway. Hence, vehicles can find a path to other nodes of the VANET because the

density of vehicles in the simulation is high. On the other hand, GeoNetworking

buffering mechanism introduces extra complexity in network nodes. Therefore, in

high density scenarios like ours, the GeoNetworking buffering mechanism can be

disabled without any noticeable degradation of the performance.

Cross-Layer Based Neighbor Loss Detection: In Figure 7 we analyze the in-

fluence of the cross-layer based neighbor loss detection optimization in the packet

delivery results. It can be seen that the cross-layer based neighbor loss detection

mechanism produces great improvements on the packet delivery ratio for both D

= 1000 meters and D = 2000 meters. When forwarding packets with cross-layer

based neighbor loss detection enabled, the node detects at the link layer that a next

hop neighbor is not reachable anymore, and therefore that neighbor is removed

from the location table so it is not used as next hop for future packet transmis-

sions. The longer the distance between RSU/MAGs, the bigger the obtained gain.
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Figure 7: Analysis of Cross-Layer Based Neighbor Loss Detection.
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0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
97.5

98

98.5

99

99.5

100
Packet Delivery Ratio

Beacon interval (seconds)

P
ac

k
et

 D
el

iv
er

y
 R

at
io

 %

Reference I−>V

Reference V−>I

Neighbor Position Prediction Disabled I−>V

Neighbor Position Prediction Disabled V−>I

(b) Packet delivery ratio D = 2000 m.

Figure 8: Analysis of Neighbor Position Prediction.

This can be explained because as the distance between RSU/MAGs increases, the

length of the chain of vehicles traversed by packets also increases, making more

likely that a node selected as the best neighbor to forward a packet is no longer

reachable. Of course, this effect depends on the beaconing interval, as it has a

direct effect on the freshness of the position information. Therefore, cross-layer

based neighbor loss detection is enabled in the final solution because it produces

significant enhancements on the packet delivery ratio.

Neighbor Position Prediction: Next we analyze the impact of the neighbor

position prediction optimization. Neighbor position prediction deactivation (see

Figure 8) produces a slight decrease of the packet delivery ratio in the Internet-

VANET flow because it is the most vulnerable flow: packets are directed to a

destination that is moving so when the packet reaches the intended destination,

it can happen that the node is not there anymore, whereas in the VANET-Internet

flow, packets are addressed to the RSU/MAG which is a fixed node.

From the obtained results, we conclude that we can disable the neighbor posi-

tion prediction mechanism in the final solution since the performance improvement

is not significant and it introduces extra complexity in the network nodes. Note that,
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Figure 9: Analysis of Handover Detection & Bicasting.

the cross-layer based neighbor loss detection mechanism could be hiding the pos-

itive effect of the neighbor position prediction mechanism because they deal with

the same problem in different ways, but the former mechanism is more effective.

Handover Detection & Bicasting: As we can see in Figure 9, the number of

lost packets in the handover is low regardless of whether the handover detection &

bicasting optimization mechanism is enabled or not for both D = 1000 meters and

D = 2000 meters. This is so because nodes do not need to lose connectivity with

previous RSU/MAG before getting connectivity through the new one and therefore

we have a make-before-break handover.

Taking into account that handover packet losses are low when the handover

detection & bicasting mechanism is disabled and the overhead produced by the

bicasting of packets, we decide to disable this optimization mechanism.

6.1. Final configuration of the GeoNetworking mechanisms

Based on the previous analysis, the final solution has the next configuration

in terms of activated optimization mechanisms: independent beacon sending dis-

abled, geo-broadcasting delay enabled, GeoNetworking buffering disabled, cross-

layer based neighbor loss detection enabled, neighbor position prediction disabled

and handover detection & bicasting disabled. The next step is to cross-check that

the deactivation of some mechanisms has not produced a degradation effect that

was not noticeable when analyzing each of the optimization independently.

Figure 10 shows the packet delivery ratio of the two simple UDP CBR flows

(Internet-VANET and VANET-Internet) as a function of the beaconing interval for

both the final solution and the original reference solution. As expected, the packet

delivery ratios for both solutions are very similar, with high values close to 100 %.

Based on these results, we conclude that we can disable the previously identified

optimizations as they do not provide a considerable performance gain.

After this detailed characterization of the different optimization mechanisms,

as well as the complete solution, we were also interested in assessing the per-

formance under more realistic traffic patterns. Packet delivery ratio results using
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(a) Packet delivery ratio D = 1000 m.
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(b) Packet delivery ratio D = 2000 m.

Figure 10: Final and reference solutions comparison: packets of 20Bytes each 10 ms.
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(a) Packet delivery ratio, 1 vehicle, D=1000m.
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(b) Packet delivery ratio, 10% vehicles, D=1000m.

Figure 11: Final and reference solutions comparison: packets of 512Bytes each 30 ms.

UDP flows of 512-byte data packets sent each 30 milliseconds are shown in Fig-

ure 11. Figure 11(a) represents the case where only one vehicle communicates with

a CN in the Internet, whereas Figure 11(b) shows the results for the case in which

10% of vehicles are communicating with the CN. A first conclusion that we can

derive from Figure 11(a) is that the packet delivery ratio decreases respective to

Figure 10(a), due to the bigger packet size. Regarding the impact of a higher num-

ber of vehicles generating traffic (Figure 11(b)), the packet delivery ratio seems

to be now independent of the beaconing interval. In any case, the packet delivery

ratio is still very high, validating the feasibility of the solution to provide Internet

connectivity from VANETs in more realistic scenarios.

7. Conclusion

In this paper we have tackled the problem of Internet connectivity provision

in VANETs by combining the ETSI TC ITS architecture and its GeoNetworking

protocol (GN) with PMIPv6 to provide mobility support. Since PMIPv6 was orig-

inally designed for single-hop scenarios where the MN is directly connected to
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the MAG, a solution for the adaptation of PMIPv6 to a multi-hop environment in

order to integrate it with the ETSI TC ITS architecture has been presented. In ad-

dition to the generic integration design, we have described and analyzed different

mechanisms that can be applied to the GeoNetworking protocol to improve the

performance. An important contribution of this article is the performance and fea-

sibility analysis of the general solution and the impact of the different proposed

optimization mechanisms by means of simulation taking real traffic traces of an

orbital highway in Madrid. A summary of the main conclusions obtained from this

analysis is included next:

• The solution to provide Internet connectivity in VANETs combining the

ETSI TC ITS architecture [3] and its GeoNetworking protocol (GN) [4] with

PMIPv6 [7] proves to be feasible. Obtained results show a packet delivery

ratio close to 100%.

• The beacon piggybacking optimization mechanism decreases the signaling

control overhead on the VANET without degrading the performance.

• The geo-broadcasting delay optimization mechanism greatly reduces the con-

figuration time.

• The GeoNetworking buffering optimization mechanism can be valuable for

scenarios with low vehicle density, where disconnections between parts of

the VANET can be frequent. The cost of the mechanims is introducing extra

complexity in the network nodes. We however could not evaluate the influ-

ence of the mechanism because in our simulations we use real traffic traces

where the density of vehicles is high.

• The cross-layer based neighbor loss detection optimization greatly improves

the packet delivery ratio.

• The neighbor position prediction optimization mechanism can be disabled

because it does not produce a noticeable enhancement on the performance

of the solution and it introduces extra complexity in the network nodes.

• The handover detection & bicasting optimization mechanism can be disabled

because handover packet losses are close to zero regardless of its activation.

As future work, we plan to analyze the influence of the location table life-

time on the performance because we have experimentally observed that its impact

is considerable. Furthermore, we are interested in studying the applicability of

PMIPv6 in vehicular scenarios considering other families of routing protocols, e.g.

reactive or proactive routing protocols, instead of a geographic protocol like the

ETSI GeoNetworking protocol [4].
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