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Abstract

In this article we present a novel solution 
to transfer users between IMS network ele-
ments. This solution enables a home operator 
to perform an appropriate redistribution of 
load among the call session control functions of 
the IMS, which can be deployed as virtualized 
network functions or over dedicated machines. 
This way, the operator is enabled to adequately 
accommodate the instantaneous load generated 
by users to the available control resources, which 
may dynamically be activated or deactivated as 
necessary, as well as to enhance the resilient 
operation of the IMS deployment. Additional-
ly, our solution does not require any change to 
the IMS specifications, and at the same time, the 
procedures are transparent to the end-user appli-
cations running at the IMS terminals. Finally, we 
describe some results obtained with a proof-of-
concept implementation of the procedures pre-
sented in the article in order to show the viability 
and correctness of our proposal.

Introduction
Nowadays, telco operators own a huge and com-
plex infrastructure to provide their services to 
their end users. To maximize the usage of such 
infrastructure, and to accommodate the instan-
taneous requirements of their customers, these 
network operators usually deploy load balanc-
ers to select the proper network device to serve 
incoming requests. On the other hand, the traffic 
load generated by end users is variable during 
the day, where the high differences between the 
peak and valley zones impose different network 
requirements. In such scenarios, a telco operator 
would like to add or remove active machines in 
order to reduce costs. This reduction of costs is 
even clearer when operators use virtual network 
functions of third-party providers. By using vir-
tualization, telco operators could dynamically 
request the instantiation of virtual machines in 
order to adapt their network resources to the 
traffic load. However, even using load balanc-
ers to allocate the incoming end users’ traffic to 
(possibly virtual) network element functions, the 
change in number of available active elements 
generates different loads on such devices. In 
that case, it would be desirable to transfer load 
between network elements to maximize their uti-

lization while minimizing the number of active 
network devices.

The IP multimedia subsystem (IMS) frame-
work defined by the Third Generation Partner-
ship Project (3GPP) is a next generation network 
architecture to provide multimedia services over 
IP networks. This architecture is designed to be 
scalable throughout the redundant instantiation 
of these entities and the usage of load balanc-
ing mechanisms, such as those supported with 
the DNS. In this respect, the considerations 
described before about the transfer of the load 
between functional elements would be beneficial 
for the IMS core elements too. Additionally, with 
such mechanisms, it would be straightforward to 
add resilience to both virtual and physical IMS 
deployments, as they would enable transfer of 
the load of failing core elements to other existing 
elements without disrupting the service provided 
to the end users. IMS is playing a relevant role in 
3G/4G telco support infrastructures, even more 
with the introduction of Voice over Long Term 
Evolution (VoLTE), with many general concepts 
that are going to influence and persist in future 
5G networking. In particular, the elastic provi-
sioning of virtualized IMS-based functions is still 
considered a challenging issue.

In this article, we propose a new architec-
ture to transparently transfer users among the 
functional elements that implement the IMS call 
session control functions. With our approach, a 
network operator can better adapt its active con-
trol resources to the instantaneous load generat-
ed by users, also considering roaming users from 
other operators, with evident advantages in terms 
of efficiency and economic costs. It would also 
be possible to use this solution to add resilience 
to IMS after failures, transferring all the state of 
the failed control element to a new machine.

IMS and Related Work on Its  
Efficient Deployment

IMS is a standardization effort supported by the 
majority of relevant telco players’ consortia and 
initiatives, such as 3GPP, 3GPP2, Internet Engi-
neering Task Force (IETF), and Open Mobile 
Alliance (OMA), in order to create a common 
signaling framework for the provisioning of val-
ue-added services in operator networks. The IMS 
architecture incorporates a set of key functions 
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related to quality of service (QoS) provisioning, 
charging, integration, security, and roaming. 
The definition of the IMS network entities and 
interfaces can be found in [1]. A simplified over-
view of the IMS architecture is depicted in Fig. 
1, the main functional entities of which are the 
proxy-/interrogating-/serving-call session control 
functions (P-/I-/S-CSCF), the application servers 
(ASs), the home subscriber server (HSS), and 
the IMS terminal or user equipment (UE).

The UE controls session setup and media 
transport via a specific Session Initiation Pro-
tocol (SIP) profile defined in IETF and 3GPP 
IMS-related standards [2]. Each UE is associ-
ated with an IMS user identified by a globally 
unique identifier in the form of a SIP URI [3]. 
CSCFs are the core entities for providing session 
control in the IMS. In particular, the P-CSCF 
is the entry point to the IMS infrastructure for 
the SIP messages of a UE. Each UE maintains a 
security association with its P-CSCF to exchange 
SIP messages with the IMS core in a secure way. 
If the UE is in a visited network (i.e. the UE is 
roaming), it can use a P-CSCF placed in its oper-
ator network (i.e. the home network) or in the 
visited network. The I-CSCF is the entry point in 
a network for incoming SIP session setup mes-
sages and for UE registration messages coming 
through a P-CSCF. It interacts with the HSS to 
locate the particular S-CSCF assigned to a UE 
(allocation is based on user profiles) and routes 
incoming messages to it by acting as a stateless 
SIP proxy. The S-CSCF performs functionalities 
related to user registration and session control. 
In particular, it registers users, interacting with 
the HSS to obtain authentication and user profile 
information, and routes SIP messages to differ-
ent ASs depending on message type and filters/
triggers specified in user profiles; these are IMS 
initial filter criteria. ASs implement the logic to 
provide services to end users, simplifying the 
introduction of new IMS-based services. Finally, 
IMS uses the standard procedures defined in [1] 
(e.g., based on Domain Name Service [DNS] or 
Dynamic Host Configuration Protocol [DHCP]) 
to obtain the IP addresses of SIP servers, such as 
CSCFs and ASs.

In the literature we can find some proposals 
to improve the efficiency of IMS deployments. 
In [4] the authors propose a mechanism by which 
new registration requests are distributed among 
available S-CSCF nodes considering their load. 
At the cost of more complexity, the proposal in 
[5] provides better load distribution because, in 
addition to new registration requests, registered 
users without open sessions can be moved to a 
different S-CSCF according to load balancing 
requirements. In [6, 7] the authors propose solu-
tions to distribute the load among ASs, but in 
both cases this is only done for new sessions. In 
[8, 9] the authors propose solutions that consider 
load balancing and also node failure recovery 
for P-CSCF and I-CSCF nodes in IMS, allowing 
reallocation of control nodes for users with open 
sessions. Nevertheless, both proposals require 
modifications to the standardized behavior and 
interfaces of IMS nodes (i.e., a change in IMS 
specifications), which are not needed in our pro-
posal. A paper focused on scalability problems of 
the IMS core is [10], which describes interesting 

solutions for effective load balancing, adaptive 
replication, and elastic quality provisioning via 
dynamically replicated IMS core components, 
but considering only new sessions and not the 
reallocation of active sessions our proposal 
enables. 

Finally, another interesting research direction 
(e.g., [11]) is the virtualization of IMS compo-
nents to create flexible environments in which 
to add and remove those components to adapt 
to the load. The components can be deployed 
on public/private/hybrid cloud infrastructures. 
A requirement to maximize the benefit from 
this environment is effective management of the 
dynamic transfer of users, even with active ses-
sions, among IMS functional elements, which is 
the key contribution of our article.

Transparent Reallocation of 
IMS Control Functions

This section describes the functional entities that 
are proposed in this article to enable an appro-
priate allocation of users to the available CSCFs 
in IMS deployments. These entities, interoper-
ating with the IMS, allow a home operator to 
dynamically change the allocation of the P-CSCF 
or S-CSCF of any of its users, transparent to the 
end-user applications running at the UE. This 
way, our architecture enables the home operator 
to maintain an appropriate distribution of the 
load among the existing CSCFs. Figure 2 shows 
the new functional elements of our solution 
(highlighted in gray), as well as their relationship 
with the elements of the IMS architecture. It is 
important to remark that our solution does not 
add new interfaces or functionality to standard 
IMS elements, so it does not require modifica-
tions to the IMS specifications.

The control function discovery (CFD) is an 
application server acting as a SIP user agent. The 
SIP URI of this AS is configured in the user pro-
file, in initial filter criteria that will be matched 
during the registration. This way, after successful 
registration or re-registration of the user in the 
IMS, and following the regular IMS procedures, 
the CFD AS will receive the information cor-
responding to this particular registration, which 
will include, among other things, the value of the 
registration expiration interval and the addresses 

Figure 1. Simplified overview of the IMS architecture.
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of the P-CSCF and S-CSCF allocated to the user. 
The CFD AS stores this information in a location 
service, which is a new database in the home net-
work domain that maintains all the information 
related to the IMS control functions serving the 
users of the home operator. For the sake of scal-
ability, there may be several CFD AS entities in 
the home network to appropriately process the 
load of notifications about the registration sta-
tus of users. However, we want to highlight that 
our solution only requires a reduced set of these 
entities with respect to the number of CSCFs, 
as CFD ASs are only contacted after successful 
registration and re-registration of a user, and are 
not involved in any other IMS signaling proce-
dures (e.g., session setup, event subscription, and 
notifi cation.).

The control function selection (CFS) is the 
key component of our solution that enables the 
change of the P-CSCFs and S-CSCFs allocated 
to the users of the home operator. This func-
tional entity is the contact point of our solution 
with the operations support systems/business 
support systems (OSS/BSS) of the home network 
domain. The OSS/BSS can activate or deactivate 
control functions (P-CSCF, S-CSCF and I-CSCF 
entities) as needed to scale the IMS control 
resources to the instantaneous load generated 
by the users, and triggers the CFS when a redis-
tribution of the load among the existing CSCFs 
is required. This may happen, for instance, to 
enforce a transfer of the load of an underuti-
lized CSCF to other existing CSCFs prior to its 
deactivation, or to achieve the resilient operation 
of an IMS deployment under a failing or over-
loaded control node. To support the appropriate 
operation, the CFS implements a Cx interface, 
as defi ned for the IMS in [12], which enables the 
communication with the HSS. This interface will 
be used in S-CSCF reallocation procedures, as 
explained later.

The CFS has access to the information stored 

by the CFD AS in the location service of the 
home network domain. Thus, upon receiving an 
indication from the OSS/BSS, via the reference 
point os-cfs, to perform a load transfer from a 
P-CSCF (or S-CSCF) to other existing CSCF 
entities, it may retrieve the information about 
the users served by the former CSCF from this 
location service. With this information, the CFS 
can initiate a reallocation procedure to satisfy 
the request received from the OSS/BSS, transfer-
ring a subset of the users from the initial CSCF 
to the target CSCFs.

Our architecture includes a local control func-
tion (LCF) in the UE. This is integrated as an 
extension to the IMS stack of the terminal,1 and 
maintains status information about the SIP dia-
logs established by the user. The LCF supports 
a new reference point cfs-ue, which can be used 
by the CFS to trigger the transfer of the user to 
a new CSCF. The LCF is in charge of executing 
the signaling procedures that are necessary to 
perform this transfer. Moreover, it carries out 
these procedures transparently to any end-user 
application running at the UE, which are kept 
unaware of the CSCF change.

In the following, we illustrate the procedures 
used in our solution to change the allocation of 
the P-CSCF or the S-CSCF for a given user of 
the home operator, and also to enable appropri-
ate load balancing among I-CSCF and CFD AS 
entities.

chAnge of the p-cscf AllocAtIon

This section describes the procedures that are 
performed in our solution to change the P-CSCF 
allocated to a set of users. Prior to the execution 
of these procedures, we assume that the users 
have already registered to the IMS, and may 
have established a set of multimedia sessions by 
means of SIP dialogs. The procedures are out-
lined in Fig. 3.

In the scenario shown in this fi gure, the OSS/

Figure 2. Overview of the proposed architecture.
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BSS in the home network contacts the CFS to 
perform a load transfer from a P-CSCF to 
other existing P-CSCFs (step 1). Next, the CFS 
retrieves from the location service the infor-
mation about the users served by the affected 
P-CSCF, and determines the set of candidate 
users that will be transferred to each target 
P-CSCF. After defi ning the set of candidate users 
for each target P-CSCF, the CFS starts a reallo-
cation procedure to transfer each identifi ed user 
to its corresponding target P-CSCF. For this pur-
pose, it communicates with the UE of each user 
to be transferred (step 2), using the reference 
point cfs-ue.2 As a result of this communication, 
the LCF at each UE can independently initiate 
the IMS signaling procedures that are necessary 
to enforce the allocation of the new P-CSCF to 
the user. In particular, the LCF executes a new 
IMS-level registration using the address of the 
new P-CSCF (step 3). After successful registra-
tion of the user, and following the regular IMS 
procedures, the S-CSCF allocated to the user 
performs service control functionalities by send-
ing a SIP REGISTER request to any AS speci-
fi ed in the user profi le for the registration event. 
This way, a REGISTER request is received 
by a CFD AS, which updates the information 
contained in the location service to reflect the 
address of the new P-CSCF allocated to the 
user. Finally, to complete the transfer to the new 
P-CSCF, it is necessary to replace all the SIP dia-
logs established by the user via the old P-CSCF 
with new SIP dialogs through the new P-CSCF. 
This process is done by the LCF, according to 
the procedures defined in [13], using the status 
information corresponding to the SIP dialogs of 
the user. To clarify this concept, step 3 in Fig. 
3 shows an example, where the LCF replaces a 
single SIP dialog established by the user.

Finally, our solution does not impose or rec-
ommend any specifi c mechanism to select which 

specific users will be reallocated to each target 
P-CSCF. Instead, the final decision is unique-
ly subject to the policy rules established by the 
home operator. Moreover, the proposed solu-
tion does not define the precise instant of time 
when each candidate user is to be contacted to 
carry out the reallocation. On the contrary, the 
time schedule of the reallocation procedures is 
dictated by the operator, who might contact all 
the candidate users simultaneously or spread the 
requests sent to UEs over time. Additionally, the 
operator might provide the LCF (through the 
cfs-ue interface) with diverse policies to govern 
user transfer. As an example, the operator may 
instruct the LCF to delay the replacement of 
each SIP dialog established by the terminal to 
a given deadline. This would allow distributing 
over time the signaling load corresponding to 
dialog replacement procedures, and even reduc-
ing this load by allowing the dialog to be termi-
nated by the end user via the old P-CSCF before 
the deadline.

chAnge of the s-cscf AllocAtIon

The procedures to change the S-CSCFs allocated 
to users are similar to those described in the pre-
vious section, and are illustrated in Fig. 4. After 
receiving a trigger from the OSS/BSS to perform 
a redistribution of the load of a given S-CSCF 
to other existing S-CSCFs (step 1), the CFS 
retrieves the set of users served by the specifi ed 
S-CSCF. Following the policy rules defined by 
the home operator, the CFS determines the set 
of candidate users that will be transferred to each 
target S-CSCF. Then, for each candidate user, 
the CFS contacts the HSS through the reference 
point Cx, and changes the S-CSCF assigned to 
the user (step 2). This can be done using a Multi-
media-Authentication-Request (MAR) Diameter 
command, according to [12].

Next, the CFS communicates with the UE of 

Figure 3. IMS procedures to change a P-CSCF allocation.
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each of the users, using the reference point cfs-
ue, instructing the LCF to start the IMS proce-
dures needed to enforce the allocation of the 
new S-CSCF to the user (step 3). Analogous 
to the previous case, the LCF first initiates an 
IMS-level registration using the new S-CSCF. 
Step 4 in Fig. 4 illustrates an example of the reg-
istration process, where the S-CSCF performs 
user authentication procedures. In the example, 
the registration proceeds in two phases. In the 
fi rst phase, the UE generates a SIP REGISTER 
request, which is routed via the P-CSCF allo-
cated to the user and an I-CSCF belonging to 
the home network. Then the I-CSCF contacts 
the HSS to discover if there is an S-CSCF allo-

cated to the user. As the user has already been 
allocated the new S-CSCF in step 2, the HSS 
returns the address of the new S-CSCF to the 
I-CSCF. Consequently, the new S-CSCF receives 
the REGISTER request and contacts the HSS to 
download the data that is necessary to authenti-
cate the user. Then the S-CSCF answers back the 
REGISTER request with a SIP Unauthorized 
response, containing a challenge to be satisfi ed by 
the UE. The response to this challenge requires 
a second REGISTER transaction between the 
UE and the S-CSCF, as shown in Fig. 4.

After successful registration of the user, the 
new S-CSCF performs the regular IMS service 
control functionalities, which result in the update 

Figure 4. IMS procedures to change an S-CSCF allocation.
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of the information stored in the location ser-
vice by a CFD application server, to reflect the 
address of the new S-CSCF assigned to the user. 
Finally, the LCF initiates the signaling proce-
dures to replace the SIP dialogs established by 
the user to use the new S-CSCF (step 5).

Analogous to the P-CSCF reallocation proce-
dure, note that the actual decisions on which can-
didate users are to be transferred from a given 
S-CSCF to another, and the precise time sched-
ule of the reallocation process, are controlled by 
the policy rules established by the operator.

MAnAgeMent of cfd As And I-cscf entItIes

The application servers of our solution, that is, 
the CFD AS entities, can also be activated or 
deactivated as necessary by the OSS/BSS for 
resilience and scalability purposes. In our propos-
al, the CFD service is identified by a SIP URI, 
containing a domain name that, according to the 
procedures specifi ed in [14], can be resolved by 
the S-CSCF in the DNS to the different address-
es of the application servers executing the CFD 
service. The OSS/BSS will trigger the CFS when 
a CFD AS is activated or deactivated, so that it 
can change the confi guration of the DNS in the 
home network accordingly, this way enabling an 
appropriate load balancing among the existing 
CFD AS entities.

On the other hand, besides the IMS control 
functions that are allocated to the end users (i.e., 
P-CSCFs and S-CSCFs), an IMS deployment 
also includes a number of I-CSCFs for scalability 
reasons. The selection of an I-CSCF during the 
IMS registration and session setup follows the 
SIP procedures specified in [14], and is based 
on DNS usage. In a dynamic environment, the 
OSS/BSS could also activate or deactivate an 
I-CSCF entity as necessary. In this case, the OSS/
BSS would trigger the CFS, which in turn would 
change the confi guration of the DNS in the home 
network to refl ect the addition or deletion of the 
I-CSCF address. This will enable an appropriate 
(for low-medium frequency updates such as the 
ones of interest for many application domains 
[10]) DNS load balancing among the available 
I-CSCFs.

consIderAtIons About roAMIng users

According to the IMS specifications [1], there 
is the possibility that the P-CSCF allocated to a 
roaming user is located in the visited network. 
In that case, there may be users served by a 
P-CSCF that are not registered in the network of 
the operator owning the P-CSCF. Our solution 
covers this specifi c use case, by allowing commu-
nications between CFS entities in the home and 
visited networks through the inter-domain refer-
ence point cfs-cfs.

After the successful registration of a user who 
is roaming in a visited network, a CFD AS in 
the home network of the user stores the address 
of the visited P-CSCF in its location service. 
Additionally, when this CFD AS detects a new 
address of a visited P-CSCF, it contacts the CFS 
in the home network (hereafter referred to as 
home CFS) via the reference point cfd-cfs. If the 
visited network implements the solution present-
ed in this article, the home CFS communicates 
with the CFS in the visited network (hereafter 

referred to as visited CFS), through the reference 
point cfs-cfs, and registers its desire to receive 
notifi cations about the state of the P-CSCF allo-
cated to the user.

Now, if a P-CSCF is overloaded, fails, or 
needs to be removed, the operator owning the 
P-CSCF may contact any operator that has 
expressed its interest in receiving notifications 
on the P-CSCF status. To this end, the visited 
CFS (i.e., the CFS in the domain of the affected 
P-CSCF) communicates with the home CFS via 
the cfs-cfs interface. The visited CFS may explic-
itly indicate the reason for the communication, 
and request of the home CFS information about 
the visiting users that are served by the P-CSCF 
(e.g., the number of these users). Taking into 
account the information from the different CFS 
entities that have been contacted, and according 
to the policy rules established by the visited oper-
ator, the visited CFS can then request any home 
CFS entity to perform a reallocation process of 
its visiting users. The trigger from the visited CFS 
may include a set of alternative P-CSCFs and the 
assignment of load that should be transferred to 
each of these P-CSCFs. With this information, 
and attending to the policy rules defi ned by the 
home operator, the home CFS then executes the 
reallocation process following the procedures 
previously described.

Finally, we want to note that there is always 
the possibility of having roaming users assigned 
to a P-CSCF belonging to a network domain that 
does not implement the solution described in this 
article. In this case, the visited CFS would not 
have access to the information about the visit-
ing users from their home network domain, and 
would not be able to request the execution of a 
reallocation process for these users. However, 
this issue can easily be prevented if the service 
level agreement established with other operators 
allows use of the set of P-CSCFs of the opera-
tor only by those operators that implement the 
control function discovery and selection proce-
dures described in this article (users can still be 
provided service with a P-CSCF in their home 
networks).

eXperIMentAl results
To assess our proposed solution, we have 
deployed a testbed using the FOKUS OpenIMS 
core3 and the SIPp open software.4 The former 
includes the call session control functions of the 
IMS (i.e., P-CSCF, S-CSCF, and I-CSCF) and an 
HSS, while the latter is used to emulate an IMS 
UE. The OpenIMS core is deployed over three 
virtual machines: the first, including the HSS 
together with three CSCFs (P-CSCF1, S-CSCF1, 
and I-CSCF1); the second, executing P-CSCF2 
and S-CSCF2; and the third, including P-CSCF3 
and S-CSCF3. Two additional virtual machines 
are used to run the SIPp scripts corresponding 
to the UEs.

To illustrate the benefi ts that can be achieved 
reallocating users to CSCF entities, we designed 
a fi rst experiment with 20 users. All these users 
are served by P/S-CSCF1 and are confi gured to 
generate a certain aggregate session setup rate. 
In the experiment, we measured the average 
session setup delay for different session setup 
rates. The results are shown in Table 1. As can 

3 http://www.fokus.fraunhofer.de/
en/fokus_testbeds/open_ims_
playground/components/osims /
index.html

4 http://sipp.sourceforge.net

According to the IMS 

specifi cations [1], there 

is the possibility that the 

P-CSCF allocated to a 

roaming user is located 

in the visited network. 

In that case, there may 

be users served by a 

P-CSCF that are not reg-

istered in the network 

of the operator owning 

the P-CSCF. Our solu-

tion covers this specifi c 

use case.
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be observed, in our particular testbed, when the 
session initiation rate is over 5 requests/s, the 
session setup delay is above the grade-of-service 
parameter for call setup delays recommended 
by the International Telecommunication Union 
— Telecommunication Standardization Sector 
(ITU-T) of 3 s [15]. This shows the benefits of 
distributing the rate of sessions established by 
users among CSCFs, as supported by our reallo-
cation procedures.

In the second experiment, 20 registered users 
allocated to P-CSCF1 establish IMS sessions with 
2 registered users using P-CSCF3. The aggregate 
session setup rate is 1 session/s. Using the SIPp 
scripts, we execute the procedures to change the 
allocation of 10 users from P-CSCF1 to P-CSCF2, 
as illustrated in Fig. 3. This change is triggered 
manually after approximately 60 s. In this partic-
ular setup, all the users are transferred in paral-
lel, which imposes a high transitory load for both 
P-CSCFs. Figure 5a presents the result of this 
experiment in terms of total throughput at the 
two P-CSCFs, where we can observe that once 
the users are transferred to the new P-CSCF, 
the load is distributed between them. Note that 
the throughput shown corresponds to SIP signal-
ing and is also a measurement of the load at the 
CSCFs to process those SIP messages. Although 
the specific policy to reallocate users between 
functional elements is under the control of the 
home operator, for the sake of completeness we 
also consider in this validation a simple algo-
rithm to schedule the transfer of users between 
P-CSCFs. In such an algorithm, the users are con-
tacted in sequence with a configurable transfer 
rate. In the third experiment, where we config-
ure a transfer rate of 2 users/s, we are able to sig-
nificantly reduce the peak throughput during the 
transfer stage, as shown in Fig. 5b.

In the fourth experiment, we show a scenario 
where the load of two S-CSCFs are below the 
minimum configured threshold, so all the users 
assigned to one of them can be transferred to the 
other. In this case, there are 10 users registered 
in S-CSCF1, while another 10 are registered in 
S-CSCF2. The 20 users generate an aggregate 

rate of 1 session/s, as in the previous experiment. 
After approximately 60 s, the users registered in 
S-CSCF2 are transferred to S-CSCF1 at a trans-
fer rate of 2 users/s, using the mechanisms illus-
trated in Fig. 4. As can be seen in Fig. 5c, the 
users and their active sessions are transferred to 
the new S-CSCF between 60 s and 80 s, causing a 
higher load in S-CSCF1 during that period. After 
80 s, the users have been successfully transferred 
to S-CSCF1, which receives a rate of 1 session 
setup per second.

Conclusions
In this article we have provided a solution to 
transparently transfer users between IMS con-
trol elements, which can be used to appropri-
ately adapt the utilization of these elements to 
the instantaneous load generated by users as 
required by the operator, and add resilience to 
the IMS infrastructure at the same time. The 
results achieved with our proof-of-concept imple-
mentation show the viability and correctness of 
the proposed solution. The solution guidelines 
described in our article also have general valid-
ity and applicability to next generation telco 
support infrastructures, which, for example, will 
extensively exploit the opportunities of virtual-
ization and dynamic re-allocation of their control 
functions. We plan to extend our proposal by 
including the possibility to manage other IMS 
functional elements like ASs.
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