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INTRODUCTION

Multiprotocol label switching (MPLS) has revo-
lutionized service provider (SP) networks in
recent years as the technology that enables effec-
tive multiservice exploitation of a packet-switched
network. It satisfies all the connection-oriented
carrier-grade requirements operators only used
to find in more expensive technologies such as
asynchronous transfer mode. The main short-
term service driver for this technological move is,
on one hand, the ability to transport regular
TCP/IP traffic and IP telephony, layer 3 virtual
private networks (L3VPNs), and layer 2 VPNs
(L2VPNs) in a scalable and isolated way. On the
other hand, MPLS makes it possible to amortize
previous investments thanks to convergence and
compatibility with connection-oriented frame
relay and ATM networks, optical networks
(through generalized MPLS, GMPLS), and any
layer 2 technology. Consequently, there is a dual
full service and network convergence motivation
in this evolution that pushes the SPs to install
MPLS in their networks.

One of the most important challenges in the
evolution of MPLS multiservice backbones is
multicast service. Although implementation of
IP multicast service has evolved substantially
since its inception in the early ’80s, the existence
of less scalable yet safer ubiquitously supported

unicast-based alternatives, such as application
layer multicasting, has hindered the global
deployment and availability of this service to all
Internet users. In fact, it seems that not all SPs
are willing to make available a service that is not
easy to manage, giving as an excuse lack of
demand, even though a few SPs have shown that
the service is viable by means of proper mea-
sures against denial-of-service attacks and traffic
control. This situation may change in the next
years as the transmission costs derived by peer-
casting traffic are growing.

Irrespective of whether the multicast service
is made available to end users or not, most mul-
tiservice SPs have deployed it in a controlled
way in order to take advantage of its efficiency
in the delivery of high-speed multipoint streams.
An example of this are triple-play providers [1]
that deliver TV channels over IP multicast to
their asymmetric digital subscriber line (ADSL)
set-top boxes. Usually, the last hop is delivered
over IP unicast from a multimedia relay at the
SP point of presence (PoP). This service can be
delivered by IP/MPLS over a single point-to-
multipoint (P2MP) label switched path (LSP)
from a content delivery root to the relays, usual-
ly with caching capabilities for video on demand
(VoD), or down to the subscribers.

But this is not the only service worth the cost
of multicast deployment and management by
SPs; the MPLS-based VPN service is getting
momentum, and also the trend to hold high-
quality IP multipoint videoconferencing, to
broadcast corporate TV news channels or to per-
form fast bulk file/disk replication over the com-
pany’s PC fleet. All such applications can take
advantage of IP multicast service if available.

However, the challenge of multicast delivery
is more complex for the MPLS-based VPN SP
for scalability reasons, since the backbone must
support an overlay of isolated virtually private
P2MP LSP trees. These trees will likely be dif-
ferent for each VPN, and the trees may have
dynamic structure. Therefore, LSP sharing is not
straightforward.

Furthermore, even if the IP multicast service
is not required, Ethernet multicast/broadcast
emulation is still needed in the case of the multi-
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site L2VPN. This is the context where P2MP
LSPs may save bandwidth for the SP at the cost
of a significant increase of forwarding state in
core routers. As we shall review, experts have
surrendered to the evidence that only an intelli-
gent aggregation of multiple VPNs into the same
multicast/broadcast tree can yield important
bandwidth savings at a reasonable cost. How this
partition and assignment of VPNs to trees should
be made is an open research issue, given the
diversity of topologies, traffic, and sites of differ-
ent VPNs and backbone networks. On the other
hand, high-rate flows may justify the setup of
group-membership-aware multicast trees to avoid
traffic in nodes not leading to group receivers.

The rest of this article is organized as follows.
We describe how to build P2MP trees in an
MPLS network suitable for arbitrary aggregation
of VPN trees. We present the problem of how to
bundle and share multipoint LSPs in a scalable
way and the techniques being developed in the
Internet Engineering Task Force (IETF) for this
purpose. We explore the trade-off of state vs.
bandwidth in the particular multicast VPN con-
text. We draw a few practical conclusions and
suggest directions for future work.

SIGNALING POINT-TO-MULTIPOINT
MPLS LSPS

A fundamental functionality required to take
advantage of multicast in the network core is the
ability to set up and use P2MP label-based for-
warding entries. There are two protocols defined
by the IETF to build LSPs in MPLS networks:
Resource Reservation Protocol with Traffic
Engineering (RSVP-TE) and Label Distribution
Protocol (LDP). Both can be extended to sup-
port P2MP LSPs [2–4].

RSVP-TE builds the P2MP trees from the
root to the leaves, whereas LDP builds the trees
from the leaves to the root. In the case of IP
multicast trees, LDP is intended to build the
LSP following the IP multicast routing protocol.
However, since all the solutions developed for
scalable VPN multicast services are based on
traffic engineered multi-VPN tree sharing,
RSVP-TE is a more suitable tree setup protocol
for this purpose. In fact, RSVP-TE indeed allows
a tree to be constructed from a root router to a
given set of leaf routers — in our case, the set of
provider edge (PE) routers serving the sites of
all the VPNs that have been selected to share
the tree. This makes the LSP tree setup more
versatile but also more complex as the signaling
has to deal with explicit subtree descriptions.

Let us briefly describe P2MP trees set up in
an MPLS network using RSVP-TE as proposed
in RFC 4875 [4]. If a P2MP tree needs to be
configured using RSVP-TE, it has to be explicit-
ly defined from the root by means of a Path
message. This Path message contains a Session
object with a tree identifier for each P2MP
(P2MP-ID) tree and the explicit routes for the
branches of each tree. Thus, the specification of
a tree in RSVP-TE is based on a set of sec-
ondary route objects (SROs), one per leaf, that
describe the branches stemming from the prima-
ry path defined by an explicit route object

(ERO). Thus, each branch will have its own
identifier (S2L-ID) that is associated with its
own ERO, as explained before. The purpose of
the route objects is the following:
• ERO: This object defines the main branch of a

tree or subtree in a P2MP MPLS tree when
used in an RSVP-TE Path message. It contains
the source routed LSP path from a source
node to the leaf, and the distance from the
router sending the object to the leaf. An ERO
object is represented by ERO [R1, R2, …, Rn],
where Rn is the nth router in the path.

• Secondary ERO (SERO): This object signals
the secondary branches of a P2MP tree when
used in an RSVP-TE Path message. Since
each node is aware of building a tree with a
set of EROs, there is no need to include the
whole path from the root to the target leaf
in each SERO object. This implicit sharing
of subpaths to nodes gives a certain level of
compression. A SERO object is described by
SERO [R1, R2, …, Rn].
Apart from the ERO and SERO there are

also a record route object (RRO) and a sec-
ondary RRO (SRRO), which are used for route
recording purposes [4]. An example of the sig-
naling procedure with the use of ERO and
SERO objects is shown in Fig. 1. Router A is
the root of the P2MP tree and has to send a
Path message with objects that specify the
branches to the three leaves C, E, and F. One
path is chosen as primary (B-D-F in Fig. 1), and
the others stem from this to build the tree. Once
the P2MP tree has been signaled from the root
to the leaves, the tree is traversed back hop by
hop from the leaves to the root by Resv mes-
sages, as depicted in the figure.

Branching nodes just add forwarding entries
(output interface and label) for the same P2MP-
ID. It is foreseen that multipoint LSPs can also
take advantage of multipoint/broadcast capabili-
ty at the link layer, if available.

In the example, multicast MPLS frames could
be sent by router D and shared by routers E and
F if both have configured the same label for the
tree. This could be achieved by allowing
upstream routers to assign labels as in GMPLS
[5]. This point is being standardized [6, 7].

Finally, it should be recalled that all RSVP-
TE signaling must be periodically refreshed
according to RSVP’s softstate design in order to
keep the tree up. A more detailed explanation of
this process can be found in [4].

MULTICAST AND
MPLS-BASED VPNS

One of the important applications contexts of
P2MP LSPs is the delivery of the MPLS-based
VPN service. There are two main VPN services
being designed at the IETF supported by an IP
MPLS networks: L3VPN supplying a routed ser-
vice [8] and L2VPN that, when it emulates the
full multicast/broadcast capability characteristic
of the broadcast multiple access segment, is
called virtual private LAN service (VPLS) [9].

The way they work is conceptually similar.
Both try to keep the state in core routers bound-
ed by tunneling multiple VPNs on shared LSPs,
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and both try to cope with identical scalability
problems using P2MP-based multicast. Conse-
quently, the respective working groups have sug-
gested parallel approaches, and the concepts
explained here are valid for both types of VPNs.

BGP MPLS-BASED VPNS
In a BGP MPLS-VPN the SP network is made
up with a number of label switching routers
(LSRs), identified as provider (P) for core LSRs
and PE for routers interfacing with customer
edge (CE) devices (a router or switch located at
user premises) (Fig. 2).

If the MPLS network is configured for full
mesh connectivity between PEs, a set of possibly
merging LSPs are supposed to have been auto-
matically established from any PE to any other
PE in the network following the shortest paths
with the help of LDP. A key idea of the MPLS
concept is that the egress PE for a packet, or Eth-
ernet frame in the case of L2VPN, is implicitly
determined by the label the ingress PE sets on it,
and the forwarding is based on that outer label all
the way to the egress irrespective of its content.
MPLS-based unicast VPN scalability is achieved
by tunneling all VPN traffic into preexisting LSPs.
Edge routers make use of these LSPs to traverse
the core by means of label stacking, and reach the
target egress PE irrespective of the VPN to which
the traffic belongs. This way, the addition of a
new VPN or a new VPN site does not imply an
increase of forwarding state in the core, only at
the involved edge routers. Thus, VPN-specific
forwarding information is required only at PEs.

Furthermore, all VPN-specific information
carried by the MPLS frame is tunneled (trans-

ported transparently through the network core)
between the involved PEs. How this VPN-specif-
ic information is conveyed depends on the sort of
VPN, layer 2 or 3. In the case of L3VPN it sim-
ply consists of another MPLS label pushed by the
ingress PE before sending it over the generic car-
rier LSP; this label is previously agreed on by
both endpoints of the LSP. In the case of L2VPN
it requires additional encapsulation information
to enable the multiplexing of different L2 tech-
nologies. Once the VPN and the origin of the
incoming PDUs is properly identified at the
egress PE, its forwarding must be based on its
particular private forwarding table. To construct
these private tables, routing (L3VPN) or bridging
(L2VPN) information of a given VPN is dis-
tributed only to the PEs involved in the forward-
ing. One option to control this exchange is the
Border Gateway Protocol (BGP). This is a more
natural solution for L3VPN [8], as BGP was
designed to deliver route information rather than
labeled LAN connectivity information. For exam-
ple, in RFC 4364, private routing information is
exchanged by PEs, by means of i-BGP, complete-
ly isolated from other VPNs’ routing schemes
thanks to a Route-Distinguisher attribute, and its
distribution and use is controlled by filtering on
the Extended Community attribute.

MULTICAST SERVICE FOR VPNS
The extension of the existing L3VPN and L2VPN
architectures to multicast has been addressed by
the respective IETF working groups in [9, 10],
keeping a similar position on the management of
multicast VPN traffic. The main issue is that,
unlike in unicast VPNs, the implementation of

n Figure 1. A possible point-to-multipoint signaling sequence with RSVP-TE.
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optimal routing from a source to a set of destina-
tion PEs requires per-multicast source per-multi-
cast group per-VPN state in the core (provider
routers) to build the required specific distribu-
tion tree. That means adding yet another multi-
plying factor to the already complex IP multicast
routing that may exceed the forwarding table and
processing capacity of core routers.

One simple workaround to this problem com-
monly used, yet inefficient, is replicating the
frame at the ingress PE over all unicast LSPs
leading to all other VPN sites. In the case of a
VPLS VPN established with a reduced LSP con-
nection topology, it is also possible to run an
instance of the Spanning Tree Protocol (STP)
per VPLS. In both cases there may be an impor-
tant waste of bandwidth from not using the P2MP
functionality of the network nodes. On the other
hand, it is the only possible solution when there
is no multipoint capability in the core network as
can be the case with an optical GMPLS core.

An effort to take advantage of P2MP function-
ality for VPN service is underway at the IETF.
The pragmatic approach to deal with the question
is to design procedures that can be either driven
by the routing protocols or used as multicast traf-
fic engineering tools according to the existing TE
databases, to make it possible for a VPN SP to
flexibly trade off bandwidth and state. The IETF
defines two types of aggregate multi-VPN trees to
operate with in a more scalable way:
• Aggregate inclusive tree refers to a tree that

carries all the multicast traffic (all the
groups) of an aggregate of VPNs. This tree
includes every PE that is a member of any
of the VPNs in the aggregate; hence, the
tree may uselessly deliver traffic to PEs not
in the VPN by sending the packets there, or
to PEs that do not have group members.

• Aggregate selective tree refers to a tree that
can be used to carry traffic for a set of one
or more multicast groups G belonging to a
specified aggregate of VPNs. This tree
should include only the PE leading to mem-
bers of the group set G. In this case only

PEs with members of G without sites of the
originating VPN would receive unwanted
traffic. This group-aware (selective) and
membership-aware tree wastes less band-
width than the inclusive one, but costs more
in terms of forwarding state.
Therefore, aggregate inclusive trees are effi-

cient in scenarios with multiple multicast groups
(and also broadcast/unknown in VPLS), whereas
selective trees are meant to carry just high-band-
width multicast flows. An SP will usually partition
the VPN set according to the best matched
topologies and the number of aggregate inclusive
trees it can manage (see next section) and man-
age the remainder with selective trees. The latter
should often be source-rooted and can be auto-
matically triggered by a bandwidth threshold (e.g.,
migration to the shortest path tree in PIM-SM).

A specific problem to be solved with this
aggregate approach is demultiplexing of traffic
belonging to different VPNs at the egress PEs.
In unicast VPNs the question is solved by regu-
lar MPLS downstream binding. However, in
multicast VPNs all downstream leaves should
agree on a common label to identify the VPN
traffic. Instead, [9, 10] propose to use upstream
bindings originated by the ingress PE and adver-
tised via iBGP. Since different ingress PEs may
suggest the same label, it is necessary to keep a
different label space for each tree. Hence, penul-
timate hop popping must be disabled, as the
egress PE needs to identify first the tree that the
MPLS frame has used according to the outer
label and second the VPN instance to which the
packet belongs by the inner label.

Figure 3 shows an example of MPLS forward-
ing setup for an L3VPN shared distribution tree.

PER-SOURCE TREES VS. SHARED TREES
Once decided on the set of VPNs that are going
to share a distribution tree, there is also an
option of sharing a mesh of source-rooted trees
or a single shared tree.

In the former case, each PE must have con-
figured the closest root — usually the PE itself

n Figure 2. Sample physical topology of a VPN SP network.
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— and the customer multicast/broadcast flows
are sent to it for distribution.

In the latter case all the leaf PEs send their
packets to the single root through a tunnel ter-
minated at the root, and the root pops the outer
label, checks the inner label previously assigned
by the ingress PE for a given VPN group, and,
according to it, swaps it to the label assigned to
that VPN tree by the root. The forwarding entry
also includes the second label to forward the
traffic down the distribution tree shared with
other VPNs (as in Fig. 3).

A choice between a single tree vs. a mesh of
source-routed trees depends on available
resources. The source-routed one provides
more reliability and lower delay, at the cost of
forwarding state and complexity; thus, a pro-
tected single shared tree is the most likely con-
figuration. Furthermore, configuration of a
shared tree is a task that needs human supervi-
sion and relies on a signaling protocol support-
ing P2MP LSP setup as already described for
RSVP-TE. It would be desirable to have tools
and protocols that automatically compute and
build optimal aggregated trees. The promising
way toward this is the enhancement of multi-
cast routing protocols, since shared tree is a
well-known method used by protocols such as
CBT, PIM-SM, PIM-SSM, and PIM-BIDIR.
However, creating TE methods to provide
aggregation of VPNs with these protocols is an
open issue nowadays.

MULTICAST TRAFFIC ENGINEERING

Although the computation of a multicast gain, in terms
of bandwidth, as well as cost, in terms of per-node state
savings, is a well-known problem in packet networks,
only some recent works such as [11] study the VPN
multiplying factor vs. the aggregation dividing factor.

Here we introduce a simple model for the
estimation of this state-bandwidth gain caused
by multicast VPN aggregation in an SP network,
based on just a few network parameters. With-
out loss of generality, we shall constrain the
analysis of the impact of aggregation by the least
state consuming approach, aggregate inclusive
shared trees. Here, all multicast traffic is deliv-
ered to all PEs that support sites belonging to
the aggregated set of VPNs and share the P2MP
tree. For this to happen, PEs must send traffic to
the root as previously explained. Inclusive
implies that the tree is not group-membership-
aware, which implicitly means broadcast emula-
tion down to a set of PEs. As already mentioned,
our focus is on isolating the effect of aggregation
of multiple VPN trees. Therefore, the method
yields an estimate of bandwidth wasted during
broadcast traffic delivery resulting from aggrega-
tion. The wasted bandwidth is caused by multi-
cast or broadcast traffic of a VPN that reaches a
PE with no site belonging to that VPN or a site
with no group members there. Regardless of
this, bandwidth is still saved in the core network.

We assume that intelligent aggregation has

n Figure 3. Network topology with aggregated multicast tree example.

IP
20

40

Zone of predominant
bandwidth waste due
to tree aggregation

IP

0

0

0

32
1

1

1

2

20

Core routers (CRs)

Distribution
routers (DR)

Provider edge routers (PE)

VPN sites

ROOT

60

IP 2020

IP 2030

IP
20

2

IP
20

1

IP

IP IP

IP IP

IP 2010

IP 2050
IP

20 3

Inifc
0

-

Label
3

20

Operation
pop()

push(10)
push(50)

Outifc
-

Inifc
1

Label

State and bandwidth saving zone
due to multicast forwarding

1
Operation
swap(2)

Outifc
0

Inifc

2

FEC

mcast
broadcast

prefix

Operation

push(20)
push(1)

Outifc

0

1
0

Inifc

0

Label

20

Operation
swap(50)
swap(40)
swap(30)

Outifc
1
2

Operation
pop()
pop()

Outifc
-

[FIB VPNA]

Label
30
20

3

Inifc

0

Label

10

Operation
swap(20)
swap(60)

Outifc
1
2

N=432

2

VPN A site VPN B site

2

2

L1

1

2 L1

0 0

1

IP
20

503

0

VPN A site VPN A site VPN A siteVPN B site VPN B site VPN B site

YELMO LAYOUT  9/20/07  2:18 PM  Page 82



IEEE Communications Magazine • October 2007 83

been performed in the core (at the P level). This
assumption is based on the observation of the
physical setup of links and nodes of a typical VPN
SP, as described in Fig. 2. SPs usually have one or
two P nodes per metropolitan area network
(MAN) and tens of PEs located in districts within
the metropolitan area (often in local exchange
premises). The idea is that, since wide area net-
work (WAN) links are more expensive to main-
tain, the primary aggregation criterion should
dictate to macroscopically bundle VPNs that are
in the best match sets of cities. Then, in order to
obtain conservative results and be less dependent
on a concrete topology and VPN site distribution,
we have assumed that no intelligent allocation of
VPNs to aggregates is performed at PE level. In
other words, VPN sites are randomly allocated to
PEs, and VPNs are randomly allocated to one of
the manually arranged aggregates according to a
uniform distribution. This yields an overestima-
tion that can be considered an upper bound for
the required resources in a given scenario. 

Although the actual topology of the network
under study has an impact on the state-band-
width trade-off and the resulting aggregation
gain, a generic topology has to be studied for
better presentation of the methodology first.
Individual case studies can be elaborated for
specific topologies with the use of the methodol-
ogy presented in the article, and possibly with
refinements or constraints specific for a particu-
lar setup. Hence, the proposed analysis of band-
width consumption and forwarding state can be
based on a sample topology shown in Fig. 3.
Larger networks would expand to the right and
left by increasing the degree of core nodes and
replication. The method is universal, and can be
adopted to study other topologies as well.

In Fig. 3 the unused redundant links, such as
backup links between the PEs and the core net-
work, are not depicted. The figure represents a
single tree shared by several VPNs in which only
VPNs A and B are shown. Hence, all the PEs
send VPN traffic to the root via a P2P LSP that is
replicated over the tree. Horizontal links represent
direct level local connectivity which is used for
analysis of the unicast traffic distribution. The net-
work has a backbone of WAN core routers, which
enhance the coverage by means of distribution
routers (DRs) that provide service to a set of PE
routers. According to a real MPLS network cited
in [12], WAN connectivity and traffic distribution
are usually performed by the same node, except in
large metropolitan areas. Nevertheless, in order to
keep the reference network homogeneous, DRs
are present in all subtrees, as either WAN core
routers or PEs. Finally, the CE routers or switches
are served by PEs over point-to-point links.

In the example, the network is supposed to have
N DRs. Each DR supports L PEs. K VPNs are
being served, with an average of M (M < L) sites per
DR. Each site of every VPN is connected to a PE.

At this point it is necessary to decide how mul-
ticast forwarding entries are accounted for and
how to measure used bandwidth for both a distri-
bution based on unicast and multicast/broadcast.

ACCOUNTING FOR FORWARDING STATE
The way multipoint forwarding entries have to
be accounted for and compared to current

routers’ capacity is not straightforward because
the available scalability studies provide figures
for P2P TE LSPs [13], not for P2MP. It is not
realistic to account for a multipoint forwarding
entry n times with the same cost as a unicast
one. It requires more switching resources and
almost n times faster memory. In this work a
conservative cost equivalence of one P2MP for-
warding entry to n P2P entries is adopted.

As an example, according to [13] practical
limits for TE P2P LSPs on a GSR Cisco-family
router are 600 MPLS tunnel headends, up to
10,000 tunnel midpoints, with up to 5000 tailends
per interface.

Therefore, the number of headends is the first
direct limiting factor on the amount of shared
trees that can originate from a router. However,
as shown later, tunnel midpoint limits may also
be reached at DRs for high-density VPNs.
Although this technological limitation can be
solved by adding more DRs to the network, it is
important for proper network planning to under-
stand the way midpoint forwarding state behaves.

In particular, state reduction due to VPN
aggregation can reduce the cost of investment in
the additional router.

BANDWIDTH SAVINGS
The overall bandwidth consumption can be com-
puted analytically and compared to the P2P case.
Assuming that the multicast and broadcast traf-
fic of all VPNs is the same and normalized to 1,
the bandwidth consumed by unicast LSPs by the
topology in Fig. 3 to support the multicast and
broadcast traffic of the VPNs is given by

(1)

Equation 1 reflects the cost of replication of
a single packet originated at one of the leaves in
the topology in Fig. 3 and sending it to all other
leaves across the P2P VPNs. The first addend in
Eq. 1 is the cost of distribution over the DR-PE
links. The second addend is the cost of reaching
DRs.

On the other hand, if a P2MP tree is used to
distribute the multipoint traffic for each VPN,
the total bandwidth consumption is

(2)

The addend 1 + log2 (N) is the cost of send-
ing the packet from the PE to the root of the
P2MP tree. The addend Σi =1

log2(N) 2i is the cost of
distributing the traffic from the root to the DRs.
Finally, the addend M * N is the cost of dis-
tributing the traffic along all the PEs that have a
VPN site attached.

As VPN aggregation is performed, the only
changing summand in Eq. 2 is the last one, which
becomes Z * N, where Z(Z ≥ M) stands for the
new average number of leaves that depend on a
DR in a P2MP LSP after allocating uniformly
the K VPN trees into W shared trees (W ≤ K).
The increase of bandwidth usage comes from the
fact that when VPN A has no site in a PE where
another VPN B sharing the tree has a site, A
traffic over that DR-PE link is also considered
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useless. In this situation DRs support W * Z for-
warding entries. It must be noted that M ≤ Z ≤ L.

SIMULATION RESULTS
In order to estimate the benefits of deploying a
shared tree, a simulation was run on a network
supporting 1000 VPNs. The number of DR leaves
was N = 8, and there were 20 PEs per DR. VPNs
were allocated randomly to the pre-established
shared trees, and a number of VPN sites were uni-
formly assigned to PEs. Since this latter variable is
quite relevant, an additional parameter called den-
sity of sites was introduced to denote the fraction
of PEs that have at least one site of a given VPN
attached. It is assumed that all VPNs have the
same density. The value of W ranged from 1 (a
single shared tree for all the VPNs) to 1000 (a
P2MP tree per VPN). On each iteration, the value
of Z is calculated by randomly grouping different
VPNs to a shared tree and obtaining all the PEs
that belong to any of the grouped VPNs in a DR.
Matlab 7.0 was used to perform this simple task.

The results are shown in Fig. 4. In Fig. 4a,
bandwidth consumed by shared trees is plotted
in blue for different tree sharing rates of the
served VPNs, showing the values for different
density of sites. It can be observed the way VPN
aggregation increases bandwidth consumption
with respect to the reference value defined when
a single tree per VPN is used.

For the same number of shared trees, better
performance is obtained when the density of
sites is higher because the probability of being
attached to the same PEs increases. Further-
more, if the density of sites grows, the benefit of
including new shared trees is less significant
because with a few trees the consumed band-
width is near the optimal value.

The amount of bandwidth consumed by P2P
LSPs for various densities of sites is shown in
red in Fig. 4a. The intersection point between
the bandwidth consumed by P2P LSPs (red lines)
and by P2MP trees (blue lines) of the same den-
sity of sites gives the minimum percentage of
trees that makes P2MP LSPs more effective than
P2P LSPs. For instance, for a density of sites =
0.1, the amount of shared trees should be at
least 20 percent of the number of VPNs. Thus,
100 percent means that there are no sharing
trees (i.e., there is one tree per VPN).

The cost in terms in forwarding entries, esti-
mated as previously discussed, at DRs is shown
in Fig. 4b. The graphic shows that for high den-
sities, the state space savings obtained due to
aggregation is larger than at low densities. Fur-
thermore, regarding absolute values, it can be
seen that forwarding states at DRs should be
checked carefully when designing multicast-sup-
porting MPLS VPNs. Anyway, we recall that the
aggregation of VPNs was performed randomly.
A more intelligent aggregation of VPNs should
provide better results in saved bandwidth and
required forwarding entries. The graphic shows
almost a linear growth of the cost for high densi-
ties, but also important savings in bandwidth
even with fairly small densities. As a conse-
quence, it can be concluded that the deployment
of aggregated multicast in VPNs is effective in a
wide range of conditions even if the level of
aggregation imposed by the constrained nodes’
memory is high.

CONCLUSIONS AND FUTURE WORK
This article has reviewed the current practical
approaches to a scalable implementation of multi-

n Figure 4. Bandwidth and forwarding entries used in a multicast-enabled MPLS network.
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cast VPN service over an IP-MPLS multiservice
network using P2MP trees. These proposals are
based on the aggregation of traffic into shared trees
to manage the forwarding state vs. bandwidth sav-
ing trade-off when P2MP trees are used in MPLS.

The work presented also illustrates the nature
of this problem and shows how MPLS traffic
engineering LSP trees can be used to alleviate it.
The amount of wasted bandwidth depends heavily
on the specific scenario and on intelligent assign-
ment of VPNs to shared trees for a target distri-
bution of VPN sites over provider edges. The
proposed methodology allows us to study the
effect of aggregation by random shared tree allo-
cation on a representative exemplary VPN net-
work model that should maintain most
characteristics of a production network. This anal-
ysis provides a practical upper bound on the cost
of P2MP MPLS trees and implied bandwidth sav-
ings at different tree sharing rates for a target
network size. This conservative estimate of
resources allows us to quantify the effect of aggre-
gation and understand its behavior at different
densities in order to provide guidance for MPLS
VPN network design.

Many issues remain open. Today the alloca-
tion of a VPN to a shared tree is performed by
hand by setting the same root for VPN multicast
trees that hold many common leaves (PEs).
Intelligent engineering of multicast traffic is
required to automatically perform this process,
and the next few years will probably provide
research results on methods and software tools.

Finally, adaptation to the implementation-spe-
cific features of future optical multipoint-capable
optical switches and, after that, to the delivery of
multipoint labeled optical burst switching capa-
bilities is another area of future research. The
fraction of multipoint-capable optical switches in
a network and wavelength assignment constraints
to construct light trees will drive the distribution
of VPNs bundles to trees. This long-term issue is
one of the research topics under study within the
IST e-Photon/One project.
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