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Abstract

Wireless Mesh Networks are experiencing rapid progressirasmdring numerous appli-
cations in different scenarios, due to features such azanfiguration, self-healing, con-
nectivity coverage extension and support for dynamic togies. These particular charac-
teristics make Wireless Mesh Networks an appropriate tactiral basis for the design
of easy-to-deploy community or neighbourhood networkse ©fithe main challenges in
building a community network using mesh networks is the misation of user interven-
tion in the IP address configuration of the network nodeshigygaper we first consider the
process of building an IP-based mesh network using typéestiential routers, exploring
the options for the configuration of their wireless integacThen we focus on IP address
autoconfiguration, identifying the specific requiremetscommunity mesh networks and
analysing the applicability of existing solutions. As aukesf that analysis, we select PAC-
MAN, an efficient distributed address autoconfiguration inaeism originally designed for
ad-hoc networks, and we perform an experimental study -gusfirthe-shelf routers and
assuming worst-case scenarios — analysing its behaviaur Bsaddress autoconfiguration
mechanism for community Wireless Mesh Networks. The resflthe conducted assess-
ment show that PACMAN meets all the identified requiremefhte®community scenario.

Key words: Community networks, Wireless Mesh Networks, Experimeetaluation,
PACMAN
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1 Introduction

Wireless Mesh Networks (WMNSs) have emerged as a key tecgpdlar next-
generation wireless networking [1], [2]. WMNSs can have types of nodes: mesh
routers and mesh clients. Mesh routers — which present rairomno mobility —
constitute the backbone of the WMN, and some of them may hatengy func-
tionality to connect the WMN with external networks (e.pe tnternet). Both mesh
routers and mesh clients can forward packets on behalf ef oibdes.

WMNs are dynamically self-organised and self-configureith whe nodes in the
network automatically establishing a multi-hop ad-hoonmek and maintaining
the mesh connectivity. Autoconfiguration is an importamttdee from a deploy-
ment perspective, avoiding the need for manual intervan##mother interesting
feature is its capability for self-healing, that is, the WNE\Bble to autonomously
react to address a harmful, unexpected situation withaintred for user inter-
vention. Self-configuration and self-healing are two kegtdees required to build
WMNs that are both easy-to-deploy and robust.

There exist diverse application scenarios for WMNSs, rasgllin different WMN
architectures. A WMN can consist of only mesh clients — comiynoeferred to
as a Client WMN — only mesh routers — a Backbone WMN — or a coatlan of
mesh routers and mesh clients — a Hybrid WMN [2]. One of thetrpo@mising
application scenarios dackbone WMNs$oday is what is known asommunity
networks where several users in a building or in a neighbourhood et WMN
to communicate among themselves and share a number of dicdess@ypically
DSL or cable) to the Internet.

The community scenario demands a set of features that areatigiprovided by a
Wireless Mesh Network, namely:

e Self-configuring and self-healing capabilitiegs community network should be
able to bootstrap with little or no user intervention anddoaver from certain
failures.

e Decentralised and unmanaged natufe.community network should not rely
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on any centralised entity that might potentially becomenglsi point of failure.
Since the devices that form the mesh network belong to éiffiesisers, assuming
a common management authority is not feasible.

e Radio coverage extension abiliffhe use of a multi-hop wireless network fa-
cilitates connectivity at locations where there is no In&raccess infrastructure
available.

A community Wireless Mesh Network consists of a set of fixedgmuters pro-
viding connectivity to clients, and therefore it can be ¢dased a Backbone WMN.
This type of WMN is probably the most efficient and easy-tpidg WMN, since

it is not affected by routers’ mobility and energy consurapttonstraints, because
mesh routers are expected to be connected to a reliable Bowete at a fixed
location.

In this paper, we first study how wireless interfaces of mesiters can be config-
ured in order to create community WMNSs, highlighting the @ahages and disad-
vantages of each possible configuration scheme. Then wet sedebest one from

a deployment point of view, taking into consideration d@rigttechnologies and

currently available devices on the market. The resultingitecture is used as the
basis for our study of the IP autoconfiguration mechanisne®@mmunity WMNSs.

Then, we identify and analyse the requirements that an Ilreaddhutoconfigura-
tion solution aimed at a community WMN should meet. The rssod this study

are used in a subsequent analysis of the applicability aitieg solutions [3], [4]

— proposed within the area of Mobile Ad-hoc Networks (MANEFg0 the com-

munity scenario. One of these proposals is PACMAN (Passiv®d@onfiguration

for Mobile Ad-hoc Networks) [5]. PACMAN has all the featuresquired for an

efficient address autoconfiguration in the community WMNhse®. In particular,

PACMAN is distributed, adapts to dynamic topologies, idiroes very low proto-
col overhead, provides self-healing capabilities, andkaam IPv4 networks .

Since PACMAN meets all the identified requirements for agotuaimed at work-
ing in a community WMN, we have performed an experimentalyamsof a real-
life implementation of PACMAN. Although a lot of effort haseen devoted to
propose solutions for the IP address autoconfiguratiorjsitie experimentation
has been done with these protocols. Consequently, theraasdfor analysis of
the behaviour of these kinds of mechanisms in real test-imeoisler to get a bet-
ter insight into their behaviour. The main goal of this expenmtal evaluation is to
analyse how a&eal autoconfiguration solution performs under different ctinds
in the community WMN scenario. All the experiments have bperformed us-
ing off-the-shelf residential routetswhich accurately represent real deployment
environments.

3 In this paper we focus on community networks that should s#yedeployed nowadays.
Therefore, we only consider IPv4 address autoconfiguratieohanisms.
4 Linksys WRT54GSv4.



The rest of the article is organised as follows. In SectioreZwovide background
information regarding community Wireless Mesh Networks] analyse two key
aspects that must be considered in their deployment: howogeply configure the
wireless interfaces of the mesh routers and legacy clientsgate a community
WMN, and how to manage the IP address space used within therketSec-
tion 3 tackles the IP address autoconfiguration, by firsbaducing a set of key
features that should be provided, and then analysing wheggting proposed so-
lutions meet the identified requirements or not. Sections8 describes in detall
the PACMAN protocol. Next, Section 4 is devoted to an expenital evaluation
of PACMAN using off-the-shelf routers. Finally, we sumns&ithe conclusions of
our work in Section 5.

2 Wireless Mesh solutions for Community scenarios

It is not clear when the concept of community Wireless Mestwéeking appeared
for the first time, since WMNSs are closely related to Mobile-Adc Networks
(MANETS). It is however clear that the area of mesh netwagksnow receiving
quite a lot of attention, not only from the research commuatg., Microsoft Self-
Organizing Neighborhood Wireless Mesh Network<Champaign-Urbana Com-
munity Wireless Network, roofnet’ ), but also from users and companies that are
already building the first community mesh networks (e.g.take& , Open-MesH ).

In order to deploy usable community WMNSs, there are manylehges that need
to be tackled, such as routing, self-configuration and hgaladio planning, ca-
pacity handling, etc.

In this section we describe in detail the scenarios for comityumesh networks
looking at the configuration in layer 2 and how to manage tluzess$ing at layer 3.
The resulting architecture is the basis of the study of IB@utfiguration require-
ments and solutions carried out in this article.

We assume a community scenario like the one depicted in &igguThe current
model to provide Internet access from homes consists o¥ichahl users having
their own access router that is equipped with an Internetfate (through xDSL,
cable, etc.) and an interface to connect with user devicgs (aptops). This latter
one is typically a wireless IEEE 802.11.

A WMN solution allows increasing the flexibility and functiality of the previous
scenario. With a WMN, the mesh routers can connect amongsiless, improv-

https://research. m crosoft.conl mesh/
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http://pdos. csail.mt.edu/roof net/doku. php
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ing the communication inside the community, and enablirgstimaring of Internet

access links among its users. In fact, with this solution wendt need an access
link (xDSL, cable, ...) per router/home, since availabtéd in different homes can
be shared by all community users.

2.1 Layer-2 architectures to create community WMNs

One important design consideration in community WMNSs isabefiguration of
the involved layer-2 technologies, since this aspect hasngact on the type of
devices (hardware) required to set up the WMN, the efficiendhe use of radio
resources and the resulting layer-2 topologies. A deploymexjuirement is that
the hardware complexity for the WMN scenario should notease significantly
in comparison with the current home Internet access saertao, we assume that
only IEEE 802.11 technology will be used for communicatimssde the WMN. In
addition, all or part of the mesh routers will be connectetth&lnternet using some
technology such as xDSL or cable. Depending on the numbercanfiguration
mode of the IEEE 802.11 wireless interfaces we have idedtifie following four
main backbone mesh deployment options:

(1) Mesh routers equipped with only one wireless interfagesrating in ad-hoc
mode. Wireless interfaces of both mesh routers and comraaitend devices
are configured to operate in ad-hoc mode. We should notebatwith this
approach, we do not want end-user devices to take part in &gt mouting
operations, and therefore an additional mechanism ismedjai layer-3 to al-
low end-user devices to identify and configure a mesh rowéneir Internet
gateway. The main advantage of this approach is the reduwst@tthe mesh
routers, since they only are required to have one wirelgssfate. In fact,
this allows the use of currently available access routarsesidential appli-
cations. On the other hand, the drawback is that the radauress are used
inefficiently, because only one of the available radio cledsoan be used in
the WMN.

(2) Mesh routers equipped with two wireless interfaces, @perating in ad-hoc
mode and the other in infrastructure mode. In this case, megkrs config-
ure one wireless interface in infrastructure mode, as aregs®oint’ (AP)
serving conventional clients that might attach to it, wiiile other wireless in-
terface is configured in ad-hoc mode to be part of the commWiMN. This
approach does not restrict the possible mesh topologieasha the previous
case, it comes at the price of suboptimal use of the avaitablie channels.

(3) Mesh routers equipped with two wireless interfacesh lapterating — prefer-
ably in two different non-overlapping channels — in infrasture mode. As

10 Another analogous configuration — easier to achieve fronptiet of view of today’s
available devices in the market — is to use a router with orrelgss interface, and one
wired interface, to which a simple Access Point (in bridgeatle) is connected.



before, one interface is configured in AP mode to provide ectivity to other
devices — both conventional clients and mesh routers — ilgl®ther is con-
figured in station (STA) mode, to connect to other mesh rguligris approach
provides better use of available radio channels, whiletingithe flexibility
of the community network (i.e. the number of potential netwtopologies is
restricted by the fact that a wireless interface configune®TA mode cannot
be simultaneously connected to more than one AP). It is atstwhile men-
tioning that a WMN configured in this way would likely requseme layer-2
autoconfiguration mechanisms to setup optimal — or at |dasie@t — mesh
network topologies.

(4) Mesh routers equipped with more than two wireless iat&$, one configured
in infrastructure mode and the others in ad-hoc mode. Theefate working
in infrastructure mode is configured as an AP to provide cotivigy to con-
ventional user devices. The rest of the wireless interfage&ing in ad-hoc
mode are used for connections to other mesh routers. Havamg than one
ad-hoc interface allows the creation of links in differenanonels achieving
a more efficient use of the radio spectrum, while still beibtgdao connect
any pair of mesh routers by configuring them with a common obkim one
of their interfaces. The advantage of this solution conghari¢h the previous
one is a better flexibility in the creation of mesh topologiEse disadvantage
is an increase in hardware requirements. This solution la@gtevious one
share the disadvantage of requiring a complex configuréiosetting up the
layer-2 topology.

Those previous configurations that involve the use of maaa tine wireless inter-
face can be achieved using a recent solution offered by somenercial products
allowing the creation of more than one virtual interfaceirust one network card.
For example, this can be used to have one STA and one AP usrgathe wire-
less physical interface. These solutions represent a-tfidbetween efficiency and
cost, and do not change the conclusions of the analysissrséation.

In this article we have selected the second deployment mpsioce it provides
a reasonable trade-off between network topology flexibdibhd use of radio re-
sources, while keeping layer-2 configuration complexity e which is an im-

portant concern in this scenario—. It is easy to build comitgumetworks of this

type today using for example Linksys WRT54GSv4 devices altitianal Access
Points (if it is required to provide wireless access to cotiemal clients). No par-
ticular layer-2 configuration mechanism is needed to setmesh topology, since
the routers will be able to communicate with any other mestters within their

radio coverage using the ad-hoc interface.



2.2 |IP address space management

Once a layer-2 mesh topology is available, we have to conigenanagement of
the IP address space in the mesh. We basically need IP agslfess

(1) the user devices, that connect to a mesh router to ob¢divonk access.

(2) the interfaces used by the mesh routers to communicab@@them. Mesh
routers — forming the backbone WMN — use these addressesiam@drouting
protocol — probably an ad-hoc routing protocol — to enabdéecttmmunication
among them.

(3) the communications with devices outside the mesh (né¢he Internet). These
pose the need for globally reachable addresses.

Globally reachable addresses will be provided by the lete8ervice Providers,

one per each access link to Internet. But we cannot expeev® d¢ilobal addresses
for covering the other needs of the scenario. A solution teesthis issue is to use

the IPv4 private address space.

One possible approach is the utilisation of the same IPviesddpace both for the
user devices and for the mesh routers interfaces (pointsl 2 above). However,
this presents the disadvantage of making the user deviddsésses configuration
dependent on a community-wide address space managemehta®uanagement
would require coordination at the community network leval the configuration
of the IPv4 address of a user device.

A better approach is to separate the end-user devices @adalress space from
the mesh routers address space (see Figure 2), that is, asifterent address
spaces. The IP addresses of the end-user devices can beioeshfigcally with the
support of each mesh router, by running a DHCP server. Tlasstsaightforward
solution because it is the currently deployed approachifigie-hop scenarios (i.e.
a gateway providing IP connectivity to directly attacherkmis). Besides, it has
the important additional advantage of not requiring anynges in the end-user de-
vices. Every mesh router must run a Network Address Tramg(B®iAT) to translate
from the private addresses used by the conventional IP eeaitached to it, to the
private addresses used in the WMN. In order to configure theddiesses used
in the backbone, an IP address autoconfiguration mechasiseuired, to ensure
that there are no duplicated addresses in the backbone @eskequently, both
address spaces are managed independently and the IP addretbe end hosts do
not affect the address autoconfiguration of the mesh roirtéhe WMN.

Finally, a mesh router with an access link (e.g., DSL or catdean external net-
work (i.e. an Internet Gateway — IGW), will have a NAT functadity performing
the following translations (see Figure 2):

(1) from the end-user devices IP private addresses to thébae WMN private



IP address. This type of translation is performed by all nmesters, including
those that do not have a direct connection to the Internet.

(2) from the WMN IP private addresses to the public IP addeesgigured in the
mesh router (assigned by its Internet Service Provider ¥, Bt

(3) from the end-user devices (conventional IP termind&)rivate addresses to
the mesh router public IP address (assigned by its ISP).

Translation 3 is the one performed by most residential gagewmowadays, whereas
the first two are specific to the community WMN scenario. Tlainsn 1 takes
place when traffic from a device attached to the mesh routemwied towards its
destination through the WMN (i.e. either the IGW functiatyafor this traffic is
performed by another mesh router within the community nétwar the traffic is
intended for a node locally attached to the same communttyark). Translation
2 is performed when the mesh router is acting as an IGW foiffdifrom another
node within the community mesh network.

In this scenario, the remaining configuration challeng® iprovide mesh routers
with the IPv4 addresses required to communicate among tleess ensuring the
uniqueness of the configured private addresses. This mugirEethrough an au-
tomatic procedure requiring little (if any) user intervient

3 IP address autoconfiguration for community WMNs

This section focuses on the problem of IP address autocaaftign for community

WMNSs, using as a reference the community mesh scenario defirte previous

section, both in terms of layer 2 configuration and IP addreasagement. We
identify the requirements for an IP address autoconfigumathechanism, review
existing proposals, and select a candidate solution ngeatirthe requirements of
our scenario.

3.1 IP address autoconfiguration required features

We have identified the following key features that shoulddleh into consider-
ation when designing/evaluating an IP address autocoafigur mechanism for
community WMNSs:

(1) Support for dynamic topology. In general, community WMNs have a dy-
namic topology, since the routers can be connected or dismbd@d unexpect-
edly (i.e. the owner/administrator switches nodes off/@n)new nodes are
added/removed.

(2) Self-healing.A community WMN should be able to autonomously react and



solve harmful, unexpected problems without the need for udervention.

This is a key feature in order to build robust WMNSs. In the jgaiter case of

IP address autoconfiguration schemes, the network shouddbleeto detect

and solve duplicated addresses (i.e. two nodes using the Haraddress).

These conflicts could appear due to two main reasons:

(a) Network merging. Even with an IP address autoconfigomatiechanism
to ensure that each mesh router initially autoconfiguresferent IP ad-
dress, this uniqueness needs to be continuously checkeddioe WMN
lifetime, since it might happen that two isolated netwoidis jto form a
single one (this situation is commonly referred in ad-hteréiture as net-
work merging). To illustrate an example of WMN merging, weghti
think of a community network formed by equipment belongingeveral
neighbours of a 10-stories building. In this scenario, deljpgy on the
availability of the neighbours’ routers, it is possiblettsaveral isolated
WMNs networks are formed (e.g., a WMN cloud formed by routars
1st to 5th floor and another one formed by routers on 7th to flGtin).
These isolated networks may merge if a router on the 6th ffoewitched
on, and it could happen that the two initially isolated netwchad some
common IP addresses configured, resulting in an addresstaifiiér the
merging.

(b) User misconfiguration. Address conflicts might also ap@es a conse-
guence of manual configuration mistakes. In an environnmeeapsn and
unmanaged as a community network scenario, it is not urylikealt a user
decides to manually configure its own router. The user mapshan IP
address that is already in use in the WMN, and therefore ttecanfig-
uration mechanism used by the WMN routers should detectddesas
duplication and fix it (by changing the address of the WMN eoulhat is
running the autoconfiguration protocol).

(3) Scalability. The scalability with respect to configuration time (and giso-
tocol overhead) when the number of nodes increases is antampconcern.
Community WMNSs topologies range — in terms of dimension amcher of
nodes — from small to large (i.e. from several tens to hurgloddhodes).

(4) Low overhead.An IP address autoconfiguration solution may use some con-
trol signalling (e.g., message flooding). Given the wirglegture of com-
munity WMNSs, this protocol overhead may have a significargast on the
performance. Thus, low protocol overhead is consideredyddagure of the
IP address autoconfiguration protocol. Processing ovdrebauld be kept
reasonably low, since protocol operations are implemeimadesh routers
that should be low-cost devices, although not necessaxthemely limited
devices.



3.2 Applicability of existing solutions

In this section, we describe and briefly analyse some egisRraddress autocon-
figuration proposals that could be applied to the communiyN\scenario.

Since WMNs and MANETSs share several key characteristiecagsaf the solutions
proposed for IP address autoconfiguration in the field of MANEay be also ap-
plicable to community WMNs. There is a plethora of existinggnsals of MANET
IP address autoconfiguration solutions [4], but not all ehthare suitable for com-
munity scenarios. For example, a significant number of tl@gsed solutions so
far only support IPv6, which is unacceptable for communitiis nowadays.
Even the IETF AUTOCONF Working Group, chartered in 2005 tkla the prob-
lem of IP address autoconfiguration for MANETS, is only aignhat standardising
IPv6 mechanisms.

We next review existing IPv4 address autoconfigurationtswig, analysing the
capabilities they provide and their basic operation. Tlaeeesolutions (such as [6],
[7], [8]) that require a node to perform a particular proaedd calledpre-service
Non-Unique Address Detection [9] — before configuring a nBvadidress on one
interface, to ensure that a candidate address (that isatjypahosen randomly from
a known pool) is not being used by other nodes within the satweork. Most com-
monly, pre-service Non-Unique Address Detection mecmasisonsist in sending
some messages asking if the candidate address is in use, @ndotvaiting for
a potential reply (if such a reply is not received, that i®ipteted by the send-
ing node as a hint that the candidate address is not beinghysaxy node of the
network and therefore the candidate IP address can be adgigone of its inter-
faces). This kind of solution presents several disadvastagpecially when applied
to community WMNSs, since it requires additional signalliigat might be signifi-
cant depending on the scenario) and it makes use of timeduies nessage delays
cannot be bounded in an ad-hoc network (even if it is possd#&ermining the
delays is non-trivial).

On the other hand, there are some solutions (such as [1Q][12]) that ensure (to
a certain extent) that addresses are unique when they agaedso an interface.
This can be done by using other means, such as statisticeénpies or use of
disjoint address pools, etc..

Ensuring that IP addresses are unique at the moment of th&rament is not
enough for all WMN scenarios, and in particular it is not fomamunity WMNSs.
As we have already mentioned, an IP address conflict mighgaapfor example,
as a result of a network merging or a user misconfigurationaBge of that, mech-
anisms that detect and solve duplicated IP addresses ryandmlly, but in a con-

' Meraki for example uses the following addressing schemeesagonfigure IP addresses
that are the static hash of the MAC address onto the entifeQ.0/8 private network.
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tinuous way, are also needed. These mechanisms are comratsrhed to asn-
serviceNon-Unique Address Detection. There are basically two maays of per-
forming in-service Non-Unique address detection: acfivdor example by means
of periodic messaging [8] — or passively, by means of deigaiiddress conflicts
from routing protocol anomalies. Solutions intended fomoounity WMNSs can
benefit from the use of passive in-service Non-Unique Adslstection mecha-
nisms in order to save wireless bandwidth.

Another important characteristic is the centralisatiogrde of the solutions. Some
solutions may assume the existence of a centralised inicaste/entity or assign
a special role to certain nodes [11], while others can be ¢ete@ly distributed, not
relying on any special node/infrastructure to carry outab&configuration task.
Since a community WMN is clearly an decentralised and ung@shanvironment,
it seems more appropriate to make use of a distributed saluti

In conclusion, an IP address autoconfiguration solutiocenickéed to be deployed in
a community WMN should have the following features:

e |IPv4 supportisince community networks are meant to be easily deployednow
days, an IP autoconfiguration solution must be able to peolRd4 addresses.

e In-service Non-Unique Address Detectimommunity networks must be able
to self-heal from any potential address conflict that migtyear, for example
because of network merging or user misconfiguration. Thesefolutions only
performing pre-service Non-Unique Address Detection aresuitable for the
community scenario.

e Passive naturedue to the scarce wireless bandwidth that is likely to belalvka
in community WMNSs, it is better to minimise bandwidth wasteedo the use of
active signalling to detect IP address conflicts.

e Distributed naturesince community networks are clearly decentralised and un-
managed, an IP address autoconfiguration solution muselyotor assume the
existence of any kind of centralised infrastructure.

As itis described in Section 3.3, PACMAN fulfils all these feaquirements, mak-
ing it an appropriate candidate protocol for community scers.

3.3 Passive Autoconfiguration for Mobile Ad-hoc Network&GRIAN)

PACMAN [5] is a fully distributed address autoconfiguratiorechanism for ad-
hoc networks that aims to guarantee uniqué®lRddresses in the network even
in the presence of network merging. It uses cross-layermméion from ongoing
routing protocol traffic. The basic idea is that a router ijognthe mesh network
assigns an address to itself by randomly picking one frons¢hef yet unassigned

12 Although we focus on IPv4, PACMAN works both for IPv4 and IPv6
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addresses according to the router’s local knowledge, algthgeon the Passive
Duplicate Address Detection (PDAD) concept to detect caisfloriginating from
this optimistic address assignment or from network mergiing mesh router may
learn about already assigned addresses by monitoringatieggrotocol traffic or
by requesting a list of addresses that are known to be ashigrtiee network from
a neighbour router.

The components of PACMAN are the following. A routing pratbpacket parser
that extracts information from incoming routing protocelcgets and hands them
to other PACMAN components for further processing. Sinc€EMAN is routing
protocol dependent, the protocol parser is itself modwolaupport different routing
protocols.

An address assignment component that selects an IP addiagsauprobabilistic
algorithm. It also maintains an allocation table contajgraddresses that are already
assigned to other mesh routers. The assignment compomresalecs the allocation
table to minimise the conflict probability. The table is pasly updated based on
incoming routing protocol packets.

A Passive Duplicate Address Detection (PDAD) componertdegects potential
address conflicts, e.g., occurring after two networks ner@edifficulty for the
passive detection of address conflicts based on routin@gbpackets is that a
mesh router typically also receives routing protocol p&skeat contain the router’s
own address, e.g., packets that were forwarded by other roesdrs and originated
by the receiver. Hence, if a router receives a routing paltpacket containing its
own address, it is difficult to figure out whether this addrieamique and used by
the receiving router only or whether it is duplicate and ugaiother router in the
mesh network as well.

PDAD is a core functionality of PACMAN and defines a set of eatbimple algo-
rithms that allows mesh routers to detect address conftidtsei network based on
routing protocol anomalies. The basic idea of PDAD is to eitphe fact that some
protocol events occur in case of duplicate addresses indtveork, but (almost)
never in case of unique addresses. PDAD does not send anylcpatkets. In-
stead, each mesh router analyses incoming routing propaailets for anomalies
and detects a conflict, if the packet contains a duplicateesdd

A specific combination of algorithms is used to detect allftcts in the network

running a specific routing protocol. More than ten PDAD altions are proposed
in [13] and [5], which in combination are able to detect catélin MANETS run-

ning various routing protocols, in particular OptimizedkiState Routing (OLSR),
Ad-hoc On-Demand Distance Vector Routing (AODV), and Fgh8tate Routing
(FSR).

An example of a PDAD algorithm is the PDAD-Neighbourhoodtblig (NH). The
basic idea of this algorithm is to exploit the bidirectiataproperty of link-states
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in link-state routing protocols like OLSR. If a mesh routeceives a routing pro-
tocol packet with its own address as part of the set of bitoeal link-states of
the originator, the originator must have been a neighbouhisfrouter recently.
Otherwise, another mesh router has the same address ardtitessis duplicated
in the network. This algorithm requires that all routerséné& record their recent
neighbourhood history in an NH table.

Another example of a PDAD algorithm is the PDAD-sequence lmem{SN) al-
gorithm, which uses sequence numbers in the routing prbfmuckets to detect
duplicate addresses in the network. In most routing prdso@ach mesh router
originating routing protocol packets uses a sequence nuarig once (except for
sequence number wrap-arounds) and each node incremeawsigd only its own
internal sequence number counter. Under these assumpgfian®uter receives a
routing protocol packet originating from its own addresd aiith a sequence num-
ber higher than its internal sequence number counter, thmator must be another
router in the mesh network which has the same address asctieae

In case a mesh router detects a conflict of another routedisead, the conflict res-
olution component notifies the respective router, whichtban change its address
to resolve the conflict.

PACMAN meets all the requirements in the community WMN sce&nat pro-
vides an efficient distributed IPv4 address autoconfigomathechanism, able to
cope with the sources of dynamism in this environment (&atddeletion of nodes,
network merging), scalable with the number of routers, gravides self-healing
capabilities against misconfiguration by users or netwodtgimg, and that has
both very low protocol and reasonable low processing oathe

There are other proposed IP address autoconfiguration mieamsthat follow a
passive approach, such as [14] and [15]. Since these suddie based on the same
passive approach, itis expected that they could also bécapj# to the community
scenario. In this paper, we have chosen PACMAN as the saltbide evaluated
because it was a pioneer solution among passive approactiesecause there was
an open source implementation available. This softwarildmimodified to be run
in our community WMN test-bed setup — using off-the-shelftess, and then used
in our experimental evaluation.

4 Experimental evaluation

In this section we present the results of an experimentdliatran of PACMAN as
IP address autoconfiguration mechanism for community mésverunning OLSR
as routing protocol within the community mesh network —, asohg low cost off-
the-shelf devices.

13



4.1 Experimental setup

The PACMAN version used in this experimental evaluationnpen source im-
plementation for Linux3 . It implements PDAD for OLSR and parser modules for
multiple OLSR routing protocol implementations. This alkthe use of PACMAN
with an unmodified UniK OLSR* routing daemon. The PDAD module intercepts
received routing protocol packets using the Linux netfitteoks.

To perform our experiments we built a test-bed composed bff#Gys WRT54GSv4
routers. This small residential router is equipped with 8 ®hz processor, an
IEEE 802.11g WLAN interface and an IEEE 802.3 Ethernet fater connected
to a VLAN capable 5-port switch. This is a very popular lowstoouter, which
provides a suitable platform for creating and testing comityd VMNS, since its
firmware is released under the GNU GPL and so it can be easitlfied'® .

In the experiments, we made use of one of the wired interfatceee router to per-
form management operations, such as local time synchitamnsaf all the routers,
remote execution of tests and results retrieval for of-lprocessing. This avoids
the impact of these operations on the network interfacasgbaitoconfigured by
PACMAN during the experiments.

4.2 Experimental results

4.2.1 Single-hop

We first analyse the time required by a community WMN to be gliylconfigured
when it is initially bootstrapped (this is the most stressfase that can be con-
sidered in a real-life scenario, since all the involved rsodee activated and try to
configure their IP addresses at the same time). The convegieme of the network
after bootstrapping is the time required by the last nodaemietwork to configure
a unique IP address.

In this first set of experiments, we used the scenario showkigare 3, which
involves a variable number of nodes (from 2 to 30), while lkegphe number of
IP addresses that are available for use fixed (the 192.16870pool'¢). In all the

131t can be obtained fromhtt p:// pacman- aut oconf. sour cef or get . net/.
Our work was performed witpacman v1.32.

“nttp://ww. ol sr.org/.Ourwork was performed witbl sr d v0.4.9-1, config-
ured as proposed in the OLSR specification [16].

15 For these tests, we used the open so@penWRTWhiteRussian RC 3 distribution
(available aht t p: / / www. openwrt. org/).

16 With this address pool size, the number of valid IP addreissequal to the maximum
number of devices that we might have on the network: 30. Bhidviously the worst-case
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experiments described in this article, a minimum of 30 ekeas were performed
for each test, in order to obtain statistically meaningaguits.

Convergence time results are illustrated in Figure 4. Wenlesthat the number of
nodes has an impact on the results, showing an increasevergamce time as the
number of nodes gets larger. This is an expected result,lyradcause the proba-
bility of two or more nodes randomly choosing the same IP esklincreases with
the number of nodes, since in our test-bed the number ofadlailP addresses is
fixed. The worst-case situation is that of 30 nodes, with ee 1P address avail-
able after the convergence of the network, but even in the¢,dle convergence
time is about 12 seconds (this is the time required by thenladé in the network
to configure a unique IP address). In addition to this, theamestime required by
a node to configure a unique IP address was also measureds(tiasically the
elapsed time that a node waits until it obtains IP conndg)ivbeing about 300
milliseconds when the network consists of 2 nodes and 2 &nsiscfor the case of
30 nodes (see Figure 5).

A mesh router running PACMAN may try different addresse®hefetting a non-
duplicated one that can be used to gain IP connectivity.reigishows the average
number of IP addresses that a node tries before getting aeoige. We observe
that — on average — a node needs less than two attempts to gkd #Pvaddress.
We also measured the average maximum number of configusadttempts of the
IP address that a node does (see Figure 7), and we obserti@shatmber is close
to 6 for the worst-case scenario (30 nodes with only 30 IP extdis available for
the whole community network).

Related to the previous two metrics, there is a third peréoroe metric that might
have an impact on the overall scalability of a WMN, namelyftiagtion of nodes
that require to be reconfigured before a steady state isedadlhis metric reflects
how stable the autoconfiguration mechanism is (see Figur@8gxpected, the
probability of a node to reconfigure its IP address is rel&tdgtie address collision
probability, which depends on the number of nodes and théaal@address pool
size.

It is important to highlight that all these tests have beemdceted considering a
bootstrapping scenario in which all the participant nodestlat the same time.
This is obviously a worst-case scenario, that reflects hevstiution performs and
scales under extreme conditions. During the steady operafian already config-
ured community WMN, the most common situation involving ahange on the IP
autoconfiguration, will consist of WMN routers joining arehving (e.g., because a
mesh router is switched on/off by its owner). Thus, the presiy analysed results
are worse than those that would be obtained when nodes jessiooally join and
leave the network.

possible scenario.
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4.2.2 Multiple-hop

Besides analysing how PACMAN performs when the number oésddnd the rel-
ative ratio of nodes divided by available IP addressesgsms®s, it is also important
to evaluate how it behaves as the size of the network — in tefits diameter (i.e.
number of hops) — is augmented.

The deployment of an experimental real-life test-bed tdqguer such an evalua-
tion would require a very large physical area, in order taiemshat multiple-hops
are used to communicate several mesh routers. Becausetoivthadopted the
following approach:

(1)

(2)

A two-hop wireless set-up. This scenario basically imgs two end mesh
routers, initially configured with the same IP address (162.0.1). They can-
not reach each other directly, but through a third routehwvitheir radio cov-
erage. Using this 3-node WMN (see Figure 9), we measuredhtigeréquired
to solve the initial IP address conflict after bootstrappiing network (this
time includes the time OLSR needs to bootstrap the netwéidin, we are
analysing a worst-case scenario, to actually evaluate $hbility of PAC-
MAN under stressing conditions. The results show that tme tiequired by
PACMAN to detect and solve an IP address conflict in this seensabout
4.5 seconds. The same experiment using a single-hop sétatgq, the two
nodes are directly reachable without traversing any inggliate node) results
in a conflict resolution time close to 2.6 seconds.

Due to the large area that would be required to perforneexgents involving
several real wireless hops, we could not replicate the pusvexperiments in
a test-bed involving more than 2 hops. In order to gather squraéitative in-
sight about the behaviour of PACMAN in multi-hop environrtsewith more
than 2 hops, we set up a test-bed like the one shown in Figynetdre two
different 1-hop wireless mesh clouds are interconnectedbgns of a set
of wired-connected routers (these routers use IP addréssasa different
address space than the wireless mesh routers within eact)cld should
be noted that this scenario differs from the one considereatis article for
community WMNSs in several ways: it requires mesh routinggeols to run
on multiple interfaces (for example, this may have an immacthe OLSR
performance), wired links are used (therefore not suftefiom the typical
radio issues) and PACMAN cannot be run on the intermedigps,hdue to a
limitation on the software implementation uséd Despite these differences,
conducted tests provide us with some initial results. Thed gbthese exper-
iments is twofold: first, by performing the tests, it is pddsito check the

7By not running PACMAN in all the nodes, some of the PDAD altjuris defined to
detect IP address conflict cannot be used, and basicallytbalgonflicting nodes would
become aware of address conflicts, since intermediate hep®arunning PACMAN. This
adversely impacts the measured performance.
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correct operation of PACMAN in relatively large (in termsdifmeter) net-
works. Second, we get some results that, given the aforeomextexperiment
limitations — such as the impediment of running PACMAN omaltles — can
be considered as worst-case scenario results. Using thigpsere measured
the time required by two nodes initially configured with ttzeree IP address,
to detect and fix that address conflict, when the WMN is boapgted. This

experiment was repeated several times, increasing theenwhmtermediate
hops. The results show that less than 20 seconds are reqoicktect and
solve the initial IP address conflict within WMNs with a diat@eof up to 20

intermediate hops.

4.2.3 Network Merging

In this section we experimentally analyse how PACMAN perfer— in terms of

recovery time — on situations of network mergers. We comsiila scenario con-
sisting of two independently formed and configured WMNSs wilgice isolated from

each another (see Figure 11). These two unconnected clooiposed of 14 and
15 nodes) are then merged by introducing a new node thathswedio coverage
of both clouds. The same IP address pool (192.168.0.0/2¥yged in all the nodes
of the scenario and we forced one node at each isolated rietavbiave the same
IP address configured (192.168.0.1) so we ensured that aesadcbnflict always
occurred when the two networks merged.

The correct behaviour of PACMAN was checked under this ex¢érecenario, com-
posed of 30 nodes after network merging, while the total athotiavailable ad-
dresses is also 30. Therefore, no IP address will remaitedl@iafter the merging
and this forces the network nodes to change several timd®taddress they are
trying to configure to avoid duplication. Results indicdtattthat the time required
to completely configure the network (that is, no duplicatddrass used by any
node) is around 100 seconds (on average, each mesh routisri#2eeconds to be
configured with a unique IP address). This long delay is ahbgehe fact that the
analysed scenario severely limits the number of availdbkddresses. Results also
show that about 33% of the nodes changed their IP addresselggdtiing a unique
one, and that some of them had to change it more than twiceebsfizceeding.

Based on these results, we conclude that PACMAN provided gelf-healing ca-
pabilities, being able to recover from massive IP addregdichtions even in ex-
treme scenarios.
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5 Conclusion and future work

The design of appropriate IP address autoconfiguration amsims is the first step
required to allow community WMNs to became a reality. Thedistea plethora of

proposals that tackle the autoconfiguration problem fragrctassical point of view
of ad-hoc networking. It is important to revisit this prolidrom the particular

perspective of community WMNSs, paying special attentionhtose features that
are critical for this kind of environment.

In this article we have analysed the deployment of WMNs usurgent residential
routers. In this context, we have investigated the abilitfYACMAN — a mech-
anism developed for IP autoconfiguration in ad-hoc netwerlks satisfy the re-
guirements that an IP address autoconfiguration protocatdomunity WMNs
should meet. Our investigation was performed based on impets using a real
life test-bed that have given us insight into the behavidUPACMAN under ex-
treme conditions (e.g., during bootstrapping of the nekwarhen the available
address space is small relative to the number of nodes indiweork, etc.), using
resource-limited off-the-shelf devices. The obtainediitssshow that PACMAN
provides self-healing capabilities, while supporting @ymc topologies and keep-
ing the protocol overhead very low (almost null, due to itsgie nature). The
protocol has been shown to scale well in our experimentfiodiigh our test-bed
did not involve a large number of devices, given that we cotetlithe tests under
extreme conditions in terms of available IP addresses aatdP®CMAN presents
a very low overhead, we are confident that the solution wdbakork in larger
deployments.

More extensive experiments, including a test-bed withusals and more complex
mesh topologies, are the focus of our future research.
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