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INTRODUCTION 

Denial of Service (DoS) 
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Definitions 

  Denial-of-Service (DoS) attack [RFC 4732]:  
  One or more machines target a victim and attempt to 

prevent the victim from doing useful work 
  Victims can be: 

 Servers, clients, routers, network links, Internet users, 
ISPs, etc. 

  Almost all Internet services are vulnerable to DoS attacks 
of sufficient scale 

  Distributed DoS (DDoS) attack: 
  The DoS attack is perpetrated by a large number of 

compromised hosts or routers 
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Example of DDoS attack: 
flooding against a web site 

Legitimate 
Source Web site 

… 

Attackers 

Bandwidth 
exhaustion 

Exhaustion of computing 
and memory resources 

February 2000, DoS attack targeted to Amazon.com, 
ebay, Buy.com and CNN interactive 

"We were seriously affected. We were serving content, 
but it was very inconsistent and very little” 

"By 8:45 p.m., our upstream providers had put blocks in 
place that are shielding us, and we are now serving 
content” 
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Overview of DoS attacks 

  DoS attacks on end-systems:  
  Exploiting poor software quality 

  Examples: buffer overflow attacks, sending overlapping IP fragments, 
etc. 

  Once identified, the problem can be solved by patching the relevant 
code 

  Application resource exhaustion 
  Memory, CPU cycles, disk space, maximum number of processes/

threads, maximum number of simultaneous connections, etc. 
  Triggered lockouts and quota exhaustion 

  Examples: blocking a known user with a password-guessing attack, 
exhausting the traffic quota of small web servers, etc. 

  Operating system resource exhaustion 
  More troublesome than application resource exhaustion 
  Ex: TCP SYN flood attack 
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Overview of DoS attacks 
  Example: TCP SYN flood attack 

Host Attacker internet 

Router Router 

TCP/SYN 

Send SYN/ACK TCP/SYN 

Send SYN/ACK TCP/SYN 

Send SYN/ACK 
…

 

①  Sends a flood of 
TCP SYN packets 
to the victim, but 
does not 
complete the 
connection setup 

②  The victim 
instantiates 
state to handle 
the incoming 
connections 

③  Victim runs out of 
memory used to hold  
TCP state, so it cannot 
serve a legitimate TCP 
connection setup 

  It is essentially a memory exhaustion attack 
  May cause a system crash in poorly coded 
operating system 

…
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Overview of DoS attacks 

  DoS attacks on routers: 
  Attacks through routing protocols 

  Requires the ability to send traffic from appropriate addresses 
  Ex: announcing a spoofed desirable route to a given destination 

  Attacks based on IP Multicast 
  Ex: sending packets to many different multicast addresses in PIM-SM 

204.69.207.0/24 ①  204.69.207.0/24  Metric: M 

②  204.69.207.0/24 

 Metric < M 

③  Data addressed to 
204.69.207.0/24 
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Overview of DoS attacks 

  DoS attacks on ongoing communications: 
  Ex: disrupting an ongoing TCP communication 

Legitimate 
user 

internet 
Legitimate 
user 

TCP connection 

Attacker 

①  The attacker can 
observe a TCP 
connection 

②  Spoof packets to 
reset or 
desynchronize the 
connection 
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Overview of DoS attacks 

  DoS attacks on local infrastructure: 
  Some attacks can only be performed by a local attacker 
  Examples: 

  Exhausting the address pool allocated by a DHCP server, 
  ARP spoofing, 
  etc. 

  Link flooding attacks 
  Causing severe congestion on a bottleneck link  

  Physical DoS: 
  Previous DoS attacks are perpetrated using the network  
  It can be easier to perform a physical DoS attack 
  Examples:  

  Causing a power failure,  
  cutting network cables,  
  switching a system off, 
  etc. 
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Overview of DoS attacks 

  Social engineering DoS 
  The weakest link can be human 
  Example: convincing an employee to make a 

configuration change that prevents normal operation 

  Unsolicited commercial email (spam) 
  Although the intention is not DoS, spam can cause 

denial-of-service 
  Spam can waste the recipient's time or cause legitimate email to 

be misplaced 
  Spam filtering can produce some level of false positives 
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US-CERT recommendations 
  How do you know if an attack is happening? 

  Unusually slow network performance (opening files or accessing 
websites) 

  Unavailability of a particular website 
  Inability to access any website 
  Dramatic increase in the amount of spam you receive in your account 

  What do you do if you think you are experiencing an attack? 
  If you notice that you cannot access your own files or reach any 

external websites from your work computer, contact your network 
administrators. This may indicate that your computer or your 
organization's network is being attacked. 

  If you are having a similar experience on your home computer, 
consider contacting your internet service provider (ISP). If there is a 
problem, the ISP might be able to advise you of an appropriate course 
of action. 

US-CERT 
United States Computer Emergency Readiness Team 
http://www.us-cert.gov/cas/tips/ST04-015.html 
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Largest DDoS attack 

Source: 2009 Worldwide infrastructure security report, 
Arbor Networks, Inc. 

Overview

Arbor Networks, Inc., in cooperation with the Internet security operations community, has completed the fifth edition of an
ongoing series of annual operational security surveys. This survey, covering roughly a 12-month period from 3Q 2008 through
3Q 2009, is designed to provide industry-wide data to network operators. This data can enable more informed decisions about
the use of network security technology to protect mission-critical Internet and other IP-based infrastructures. The survey is also
intended to serve as a general resource for the Internet operations and engineering community, recording information on trends
and employment of various infrastructure security techniques.

Operational network security issues—the day-to-day aspects of security in commercial networks—are the primary focus of survey
respondents. As such, the results provided in this survey more accurately represent real-world concerns than theoretical and
emerging attack vectors addressed and speculated about elsewhere.

Key Findings

DDoS Bandwidth Growth Slows: Over the last six years, service providers reported a near doubling in peak distributed denial
of service (DDoS) attack rates year-to-year. Figure 1 illustrates that peak attack rates grew from 400 Mbps in 2002 to 40 Gbps
in 2008. This year, providers reported a peak rate of only 49 Gbps (a more modest 22 percent growth over the previous year).
As we discuss later in the survey, the slowing in DDoS flood growth likely reflects attacks reaching underlying Internet physical
constraints and a migration to other more effective denial of service attack vectors.

Attacks Shift to the Cloud: Again this year, more than half of the surveyed providers reported growth in service-level attacks
at gigabit or less bandwidth levels. Such attacks are specifically designed to exploit service weaknesses, like vulnerable and
expensive back-end queries and computational resource limitations. Several ISPs reported prolonged (multi-hour) outages of
prominent Internet services during the last year due to application-level attacks. These service-level attack targets included
distributed domain name system (DNS) infrastructure, load balancers and large-scale SQL server back-end infrastructure.

3

Worldwide Infrastructure Security Report, Volume V
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Figure 1: Largest DDoS Attack – 49 Gigabits Per Second

Source: Arbor Networks, Inc.



Day 1, 2, 3        14 

Largest anticipated threat: 
next 12 months 

Source: 2009 Worldwide infrastructure security report, 
Arbor Networks, Inc. 
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Most Significant Operational Threats

Respondents were asked to rank which threats they believe would pose the largest operational problems over the next 12 months
(Figure 4). Displacing bots and botnet-enabled activities from last year, services, host or link DDoS threats took the top spot at
nearly 35 percent, followed by botnets and bot-enabled activities at 21 percent. Additional concerns, in descending order, included
credentials theft, DNS cache poisoning, route hijacking, system or infrastructure compromise, and worms.

Network-based worms have declined significantly as a perceived threat over the last several years. This is to be expected given
a concerted and effective effort by operating system vendors to decrease “wormable vulnerabilities,” and in part reflects the
continued shift to client-side infections and Web 2.0 worms affecting popular sites and services, such as Twitter and Facebook.
Coincidentally, the 20th anniversary of the Morris Worm in November 2008 coincided with an out-of-cycle patch from Microsoft
to address a “wormable vulnerability” described in Microsoft Security Bulletin MS08-067, a vulnerability for which exploits were
seen nearly immediately in the wild. It cannot be understated that MS08-067 in late 2008 was considered an anomaly.

DNS cache poisoning dropped observably in the rankings as a primary concern, perhaps in large part because of little observed
exploit activity in the wild, and certainly because the previous year’s survey feedback period squarely overlapped with the
disclosure of new cache poisoning techniques. The increase in relative prioritization of system/infrastructure compromise and
credentials theft reflects the growing awareness of and emphasis on security vulnerabilities in infrastructure components in
general and within the security research community in particular. The increasing numbers of vulnerabilities and fixes announced
by major infrastructure vendors is the single largest factor in raising public consciousness of this threat category.

As previously indicated, respondents were also provided with a free-form text entry field under this line of questions, as well
as many others, in order to provide some additional color and input regarding their chief concerns. The introduction of Domain
Name System Security Extensions (DNSSEC), IPv6 deployment, and routing system threats and extensions (e.g., 32-byte AS
numbers) were resounding themes.

Worldwide Infrastructure Security Report, Volume V
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Figure 4: Largest Anticipated Threat – Next 12 Months

Source: Arbor Networks, Inc.
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Primary attack mitigation techniques 

Source: 2009 Worldwide infrastructure security report, 
Arbor Networks, Inc. 
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One disturbing statistical trend was a substantial increase in the reporting of rate-limiting as a primary mitigation mechanism, from
11 percent last year to 23 percent this year. Rate-limiting is almost always an iatrogenic strategy for mitigating DDoS attacks.

This is because constraining resources during a DDoS attack—which is aimed at exhausting capacity and/or state—ends up
serving the goals of the attacker, as programmatically generated attack traffic tends to “crowd out” normal traffic from legitimate
users. As with many other significant changes in this year’s survey results, we believe this change to be largely a result of
demographic shifts in survey respondents.

For more information on each of the above mitigation techniques, see the Attack Mitigation section on page 12 of the 2008
edition of this survey.1

Worldwide Infrastructure Security Report, Volume V
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Figure 9: Primary Attack Mitigation Techniques

Source: Arbor Networks, Inc.

1 www.arbornetworks.com/report
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Bots and botnets 
  Bot:  

  Short for robot 
  Programs that are covertly installed on a user computer 
  Allow an attacker to remotely control the computer (e.g. via 

IRC, P2P or HTTP). 
  Botnet: 

  Also known as zombie army 
  A large number of compromised computers controlled by an 

attacker 
  It can be used to launch coordinated attacks 

  Bots can be used for: 
  DoS attacks, distributing spam, distributing spyware, 

propagating malicious code, obtaining confidential information, 
etc 
  Can lead to serious financial and legal consequences 

  Botnet owners profit from their activities 
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Example: using a botnet to  
distribute spam 

http://en.wikipedia.org/wiki/File:Botnet.svg 



Day 1, 2, 3        18 

Statistics: bot-infected computers 

Active bot-infected computers by day 
Source: Symantec corporation 

Symantec Global Internet Security Threat Report

31

Bots allow for a wide range of functionality and most can be updated to assume increased functionality by 

downloading new code and features. Attackers can use bots to perform a variety of tasks, such as setting 

up denial-of-service (DoS) attacks against an organization’s website, distributing spam and phishing 

attacks, distributing spyware and adware, propagating malicious code, and harvesting confidential 

information that may be used in identity theft from compromised computers—all of which can lead to 

serious financial and legal consequences. Attackers favor bot-infected computers with a decentralized  

C&C model because they are difficult to disable and allow the attackers to hide in plain site among the 

massive amounts of unrelated traffic occurring over the same communication channels, such as P2P.  

Most importantly, botnet operations can be lucrative for their controllers because bots are also  

inexpensive and relatively easy to propagate. 

In 2009, Symantec observed underground economy advertisements for as little as $0.03 per bot. This is 

similar to 2008, when $0.04 was the cheapest price advertised for bots. It should be noted that botnets 

generally consist of large numbers of bot-infected computers and despite the low cost per bot, they are 

typically sold in bulk lots ranging from hundreds to tens-of-thousands of bots per lot, meaning that the 

actual cost of a botnet is significantly higher than the per-bot price. 

A bot-infected computer is considered active on a given day if it carries out at least one attack on that  

day. This does not have to be continuous; rather, a single such computer can be active on a number of 

different days. A distinct bot-infected computer is a distinct computer that was active at least once  

during the period. In 2009, Symantec observed an average of 46,541 active bot-infected computers  

per day (figure 6), which is a 38 percent decrease from 2008. Symantec also observed 6,798,338 distinct 

bot-infected computers during this period, which is a 28 percent decrease from 2008. This decrease is 

primarily considered the result of bots sending larger volumes of spam instead of propagating, as is 

discussed below. Another possible reason for this decrease is that some bots may be performing  

non-typical activity that is not being monitored.
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Observed bots: 
past 12 months 

26

ISPs: Bots, Botnets, AV and Malware

We asked respondents an array of questions ranging from botnet sizing, to distribution of anti-virus (AV) and malware, to walled
garden and quarantine techniques. Some of the data sets returned are clearly more useful than others, but we will share the lot
of it here nonetheless. Most of the information in this section is shared as is, with very few author conclusions provided. As with
the rest of the survey, it is simply meant to be somewhat representative of the network operator perspective on the issue.

Botnet Activities
Respondents were asked what activities they have personally observed bots performing over the past year (Figure 18).
Not surprisingly, spam and DDoS share the top spot, followed by click fraud, ID theft and an array of other nefarious activities.

The “Other” category included phishing, drop sites and an array of other malicious activities.

Tracking Botnet Activities
When asked what the most effective tools to detect, measure and monitor botnets, responses were as follows:

- Flow telemetry analysis (e.g., IRC and HTTP C&C detection)

- Rely on CSIRTs, abuse complaints, security groups and data sharing

- Honeypots and darknet monitoring

- Snort with Bleeding-Edge rules

- Collaboration

- Internally developed tools

- DPI at the customer edge

Arbor Networks’ Active Threat Level Analysis System (ATLAS®) tool was mentioned several times as well. Information sharing and
collaboration were common responses and their value cannot be overemphasized; many of the respondents reiterated this point.

We also asked if respondents believe that detection and monitoring of botnets is a role for which ISPs should be responsible.
Forty percent of respondents said “Yes,” while 10 percent disagreed and 8 percent responded “Yes, with some criteria.” Forty
percent of the respondents did not provide an answer.

When respondents were asked how successful they believe anti-botnet tools and techniques have been over the past year,
only 10 percent responded they were sufficient, while 43 percent indicated they were insufficient (and 40 percent of the
respondents again did not answer this question).

Worldwide Infrastructure Security Report, Volume V
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Additional statistics:  
bot-infected computers 

  2009 (XV Symantec Global Internet Security Threat Report):  
  US was the country most frequently targeted by DoS attacks 

  56% of the worldwide total 
  Increase from 51% in 2008 

  Average of 46,541 active bot-infected computers per day, 38% 
decrease from 2008 

  6,798,338 distinct bot-infected computers during this period, 28% 
decrease from 2008. 

  US had the most bot-infected computers, 11% of the worldwide 
total 

  Taipei was the city with the most bot-infected computers, 5% of 
the  worldwide total 
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Addressing DoS: 
the research perspective 

  Many solutions have been proposed to 
address DoS 
  Currently, there is no consensus 

  Two schools of thought: 
  Capability-based approach: 

 Lets a receiver to explicitly authorize the traffic it 
desires to receive 

  Filter-based approach: 
 Lets a receiver to install dynamic network filters 

that block the traffic it does not desire to receive 


