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Chapter 8

APPLICATIONS AND CONFIGURATION OF 802.1FE
WIRELESS LAN S

Albert Banchs and Pablo Serrano
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Abstract

Nowadays Wireless LANs (WLANS) have become a very populdrrtetogy for
Internet access. The Medium Access Control algorithm usetbday’'s WLANS is
the one defined by the IEEE 802.11 standard. Recently, thE BER Working Group
has approved a new standard called 802.11e that extendadle8®2.11 algorithm
with Quality of Service capabilities. This new standardaséd on a number of open
parameters whose configuration is yet an unresolved rdséssge. In this article
we take up this subject by reviewing existing guidelinestfar configuration of the
802.11e parameters as well as proposing new ones.

1. Introduction

In recent years, much interest has been devoted to the design of witdakarea networks
(WLAN's) with Quality of Service (QoS) support. The Enhancements Taskup (TGe)
was formed under the IEEE 802.11 project to recommend an internationaN/gtandard
with QoS support. Recently, this group has approved a new standard 8a2€l 1e [1] that
extends the basic 802.11 [2] algorithm with Quality of Service capabilities.

The 802.11e standard defines two different access mechanism&nkiamced Dis-
tributed Channel AccegEDCA) and theHCF Controlled Channel AccegslCCA). This
article focuses on the former. As EDCA is based on several open ooallig parameters
(namelyCWoin, CWinaz, AIF'S andT X O P_limit), the challenge with this mechanism
lies in its configuration. While there are some configuration recommendatioEDIGA
in the standard, these are not sustained analytically and do not guargtiteized perfor-
mance.

In this article we take up the issue of the configuration of the open paranieters
standard by reviewing existing configuration guidelines as well as pirogpasw ones. The
various proposals addressed in the article respond to scenario siiggggies derived from
802.11e usage. In particular, in the article we consider the following sitiation



122 Albert Banchs and Pablo Serrano

e Service Guarantees in a friendly environmet. this scenario the objective is to
compute the 802.11e configuration parameters that provide clients with thested
service guarantees. It is assumed that all users behave friendhexetbre config-
urations do not have to prevent that users obtain a better service tizested by
misbehaving. A typical example of this scenario could be an office setting.

e Fair Resource Allocationln contrast to the above scenario, in this case the objective
iS not to provide service guarantees but to fairly distribute the netwoduress
among the various WLAN users. This strategy could be used e.g. in a WLAN in
which the applications’ requirements are not known.

e Service Guarantees in an unfriendly environmelmt.this scenario the objective is
to provide service guarantees, like in the first scenario. However, ircéss the
configurations have to prevent that potential misbehaving users cain abbetter
service thereby disrupting other clients. This requires a different gyrdtem the
above for the configuration of 802.11e parameters. An example of sacarario
could be a WLAN hot-spot.

The article discusses and proposes parameter configuration guidelities &bove sce-
narios and validates them via simulation. The rest of this article is devoted todhesis
of EDCA configurations in order to satisfy the requirements of each oflibeeascenarios.
It is structured as follows. In section 2. we provide a short summary offB& 802.11e
EDCA protocol. Section 3. presents some configuration rules to pre@édeéce guaran-
tees in a friendly environmentn particular, the focus of that section is on voice over IP
applications in this environment. Next, Section 4. proposes some configugatidelines
for the second of the target scenarifast resource allocationFinally, Section 5. addresses
the scenario afervice guarantees in an unfriendly environmand proposes configuration
rules for this scenario. The article closes with some final remarks in Section 6

2. |EEE 802.11e EDCA

This section briefly summarizes the EDCA mechanism as defined in the 802ahtiausl
[1]. EDCA regulates the access to the wireless channel on the basisdifahael access
functions(CAF's). A station may run up to 4 CAF’s, and each of the frames geregrate
by the station is mapped to one of these CAF's. Then, each CAF execuirmdegpendent
backoff process to transmit its frames.

A CAF with a new frame to transmit monitors the channel activity. If the chaisridle
for a period of time equal to the arbitration interframe spateH.S), the CAF transmits.
Otherwise, if the channel is sensed busy (either immediately or duringthes), the CAF
continues to monitor the channel until it is measured idle ford#'S, and, at this point,
the backoff process starts. The arbitration interframe sgddes takes a value of the form
DIFS + no, whereDIF'S ando are constants dependent on the physical layemaisdc
nonnegative integer.

Upon starting the backoff process, the CAF computes a random valummhjfdis-
tributed in the rang¢0, CW — 1), and initializes its backoff time counter with this value.
The CW value is called contention window, and depends on the number of transmsission
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failed for the frame. At the first transmission attem@i} is set equal to a valu€ Wi,
called minimum contention window.

The backoff time counter is decremented once every time interaallong as the chan-
nel is sensed idle, "frozen” when a transmission is detected on the dhandeeactivated
when the channel is sensed idle again for&lF'S. As soon as the backoff time counter
reaches zero, the CAF transmits its frame. A collision occurs when two or GFes
start transmission simultaneously. An acknowledgement (Ack) frame istaseatify the
transmitting CAF that the frame has been successfully received. The Ackriediately
transmitted at the end of the frame, after a period of time called short interfspate
(SIFS).

If the Ack is not received within a specified Timeout, the CAF assumes thatehs-
mitted frame was not received successfully and schedules a retransnmssitering the
backoff process. After each unsuccessful transmisgié#; is doubled, up to a maximum
valueCW,,... If the number of failed attempts reaches a predetermined retry Rpthe
frame is discarded.

After a (successful or unsuccessful) frame transmission, befanenhi#ting the next
frame, the CAF must execute a new backoff process. As an exceptids talth the proto-
col allows the continuation of an EDCA transmission opportunity (TXOP). Atiooiation
of an EDCA TXOP occurs when a CAF retains the right to access the eh#oilowing
the completion of a transmission. In this case, the CAF transmits a new frame &t
period following the completion of the transmission. The period of time a CAF is atiow
to retain the right to access the channel is limited by the pararfietep P _limit.

The RTS/CTS mechanism is defined as optional for EDCA. With this mechanism, a
CAF that has a frame to transmit follows the same backoff procedure eshibabove,
and then, instead of the frame, preliminarily transmits a special short fraled Eequest
To Send (RTS). When the receiving station detects an RTS frame, itméspaiter a SIFS,
with a Clear To Send (CTS) frame. The CAF is allowed to transmit its frame onleif th
CTS frame is correctly received; in this case, the frame transmissionqueedter a SIFS,
and it is followed by an Ack.

In the case of a single station running more than one CAF, if the backoff timees of
two or more CAF's of the station reach zero at the same time, a schedulertinsistation
avoids thenternal collision granting the access to the channel to the highest priority CAF.
The other CAF’s of the station involved in the internal collision react as iftihed been a
collision on the channel, doubling theifi¥ and restarting the backoff process.

As it can be seen from the description of EDCA given in this section, theveh
of a CAF depends on a number of parameters, nar68W,,;,, CW.a, AIFS and
TXOP_limit. These are configurable parameters that can be set to differens Value
different CAF’s. The standard draft groups CAF’s by Access @aies (AC'’s), having all
the CAF's of an AC the same configuration, and limits the maximum number of A@'ein
WLAN to 4.

The rest of the article is devoted to the analysis of the performance of aN\dsha
function of the above EDCA parameters and to the search for their ajgpteoponfiguration
under the three identified scenarios. For simplicity, in the rest of this articksaeme that
station only execute one CAF and use indistinctly the terms station and CAF.
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3. Friendly Environment Configuration

In this section we address the issue of finding the optimal configuration &.ABOEDCA
WLAN in a friendly environment in which there exists a trust relationship withubers.
In this scenario, users declare the traffic specifications of their applisasiod their QoS
requirements, and the optimal configuration is computed based on thesd dataunda-
mental difference between this scenario and the one of Section 5. is thairheontrast to
5., users are trusted to adhere to the declared traffic specifications.

In this article we focus on a specific target application to illustrate the coatigarof
EDCA WLANSs in a friendly environment. Specifically, we concentrate in anade in
which all stations run a voice over IP (VolP) application. This is indeedrg redevant
scenario as voice traffic is one of the main targets of EDCA. We note, leowihat this
scenario is only taken as an example of EDCA configurations under dlffienvironment,
and that a similar analysis to the one presented here should be conductddrimoafind
the optimal configuration for other applications.

The rest of this section is organized as follows. We first present a nuofils®nsid-
erations that allow us to fix the configuration of three of the paramet&s, (.., AIF'S
andTXOP). Then, we present a model for the throughput and delay of EDCAstspa
towards finding the optimal EDCA configuration. Our model, unlike previcusyses
(see [3-5] and references therein), does not only account fahtbaghput and average
delay characterization but also for the standard deviation of the deldgedh we argue
that variance is a fundamental measure in order to provide a real-time dioplisach as
voice traffic with meaningful QoS guarantees. Finally, we propose aretmalgorithm for
the configuration of the EDCA parameters for voice traffic. Our algorithkedas input
parameters the number of voice stations, their arrival rate and the desingde quality
criterion (namely, average delay and standard deviation), and prasdastput the EDCA
parameter values (if they exist) that satisfy this criterion. The results ofehbigos can be
found in [6].

3.1. Considerations on the Configuration

Our focus here is on a WLAN operating under voice traffic. As in thisadenve only have
one traffic class (namely voice), there is no need for introducing anydfygiéerentiation,
and only AC needs to be used in the WLAN, with the same EDCA parameter aluaé
stations.

As a result of the above, we have that all the stations use the 448 configuration.
From this, it follows that the optimal setting for this parameter is its minimum possible
value, namelyAI F'S = DIFS, as otherwise some extra time is unnecessarily lost after
every transmission. This fixes the value of one of the four parameters.

We next consider the configuration of ti&V,,,.. parameter. When the number of
stations in the channel is unknow@'\V,,... is typically set larger tha@W,,;,, so that
after a collision theZ'WW increases and thus the probability of a new collision is reduced.
However, this is not necessary in our case, as the number of statiorsia lamd therefore
their CW,,.;,, can be directly set so that the resulting collision probability corresponds to
optimal operation. In addition, if we s&t'W,,.. larger thanCW,,;,, the delay of the
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packets that suffer one or more collision drastically grows, which harmspigigormance.
Based on these arguments, weG&Y,,,;, = CW,,.., Which fixes another parameter.

Given the stringent delay requirements of voice traffic, the parametiirsgsier voice
stations will typically be chosen such that their transmission queue newss goomore
than one packet (in particular, this holds for the configurations that wjgoge in Section
3.4)). As a result of this, th& XOP parameter will rarely be used. In the rest of this
section, we do not further consider this parameter and simply assume ti@tsteansmit
only one packet when they access the channel.

Based on the above considerations, we have that three out of thedmmeters of
EDCA are fixed (namehA I F'S, CW,,.. andT X O P); the rest of this section is devoted
to finding the optimal configuration of the remaining paramet&if,,;,).

3.2. Throughput Analysis

We next analyze the throughput performance of an EDCA WLAN wWitkioice stations as
a function of theC'W,,,;,, configuration. Following the behavior of many of today’s most
popular voice applications (like e.g. Skype), which do not use silencpresgion, we
model voice stations as CBR traffic sources that generate a voice pdckiet L every
time intervalT'.

The key variable upon which we base the throughput analysisdsfined as the prob-
ability that a station transmits in a randomly chosen slot time. Based on this vatlable,
throughput- experienced by a given station is computed as follows:

_ PQL
- P, T,+P.T.+ P.T,

r 1)
where P, is the probability that a randomly chosen slot time contains a successful trans
mission of the given statiorf;, P. and P, are the probabilities that a slot time contains a
successful transmission, a collision or is empty, respectivelyland. andT. are the slot
time durations in each case.

The above probabilities are computed as a function a$ follows:

Py=7(1—-7)N"" (2)
P, =Nr(1—-7)N7! (3)
Po=(1-7)N (4)
P.=1-P.—P, 5)

Givent « 1, these probabilities can be accurately approximated by

P,=1(1—-(N-1)1) (6)
P2 N7(1—(N—-1)71) @)
P, = (1— Nr) (8)

P.~21—Nr(1—(N—1)7)— (1 - N7) 9)
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From the above, we have a formula to compute the throughput as a funttion(e).
Based on this, we can obtain the throughput performance as a funct@i/gf;,, as fol-
lows. We say that a station is saturated when it always has packets oedatynsmission.
The T value of such a station will be [4]

2
Tsat = m (10)

If, for a given CW,,;,, configuration we have that(7s,;) < L/T, then stations will
be saturately as their incoming ratd. /7" will be larger than the outgoing rate(7.:).
Throughput performance in this case will be the given-ba,:). On the other hand, if the
CWin, configuration is such that(ry,;) > L/T, then stations will not be saturated and
their throughput will be equal to the incoming rafe/T".

Based on the above throughput analysis, we now analyze ¥a&ie at which stations
operate. In case of saturation, the value-a$ directly given by Eq. (10). In case of non
saturation, the throughput experienced by the stations is equal to theainimgoate, and
therefore the- of operation has to satisfy the following second order equation:

r(r)=L/T (12)

From Figure 1, which plots(7) as a function of, it can be seen that the above equation
has two solutions:r; and . We next show that the of operation corresponds to the
smallest of the two, i.er;.

From the fact that under non saturatiofrs,;) > L/T, we have that the value of,;
surely falls betweem andr,. Note thatry,; corresponds to the extreme case when a station
always has packets ready for transmission and only waits one bac&oégs between each
transmission and the next one. Therefotg; represents an upper bound on the maximum
7 at which the station can possibly operate. As a consequence of thisiregsae have
thatm cannot be the point of operation, which leavess the only possible solution.

3.3. Delay Analysis

We next analyze, as a function of theof operation obtained in the previous section, the
delay performance of the WLAN. Specifically, our focus is on the time ethpstween
the beginning of the backoff process and the successful transmissiqgracket. Given our
assumption of Section 3.1. that EDCA parameters are set such that tréosmgissues do
not grow to more than one packet, this corresponds to the total delay ofltAé&NW

We start by analyzing the average value of the delay. This can be comgaifeliows:

R
Eld] = Pul(j)Eld)) (12)
§=0
whereP,,(7) is the probability that a packet is successfully transmitted gftetries and

E[d;] is the expected delay in this cad®,.(j) is computed as

Pu(j) = (1= p)p’ (13)

1The reader is referred to [5] for a more detailed discussion on theghpa behavior as a function of the
CWpin, configuration.
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wherep is the probability that a transmission attempt collides, which is given by
p=1-(1-7)N"! (14)
Eld;] is computed as follows:
Eld;] = Ts + jT. + Eldyo ()] (15)

whereE|[dy,(7)] is the total time spent in average with backoff counter decrements for the
case ofj collisions. This is calculated as

E[dbo (])} = jE[CbO]E{Tslot] (16)

where E[cp,] is the expected backoff time counter drawn at the beginning of a backoff
process and’[T;] is the average duration of a slot time when the considered station does
not transmit.

Since the backoff time counter is calculated from a uniform distribution bet@wead
CWin — 1, Elcp] is equal to

_ CWinin + 1

Elcpo) = 5 a7)

Finally, E[Ts,] is calculated as follows by noting that during those slot times the con-
sidered station does not transmit:

E[Tslot] = Pe,NflTe + PS,NflTs + Pc,Nfch (18)

where
P.oy1=(1-7)N1 (19)
Piy_1=(N-1)1(1— T)NV-2 (20)

Pc,N—l = 1_IDE,N—I _PS,N—I (21)
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which terminates the analysis of the average delay.

Next, we analyze the standard deviation of the delay. The analysis foll@\vsatne
lines as the computation of the average delay in the previous section. THarstaeviation
of the delay can be computed as a function of the first and second momengsdefdly as
follows:

o4 =/ E[d?] — E[d)? (22)

E[d] has already been computed above. To compijt&], we proceed similarly as in
Eqg. (12):

R
E[d®] =3 Pu(j)Ed]] (23)
§=0
P,,(j) has already been obtained in Eq. (13). By definitiE{d?] can be expressed as
E[d}] = E[d;]* + o, (24)

whereE/[d;] has already been computed in Eq. (15).
The remaining challenge is the computatiorargajf. SinceT, andT, are constants, from
Eqg. (15) it follows
02]’ - Uﬁbo(j) (25)
Since in case of retransmission, the total backoff delay is composed bfackoff
components, we have

O-gbn (.7) = ja?lbo (26)

whereog, can be expressed as
0, = Eldy] = Eldso]” 27)
El[dy,] has already been obtained abo#d? | can be calculated as

E[dz%o] = Z Pbo(k)E[(Tslot + Tslot +---+ Tslot)g] (28)
k=0

k times

whereP,, (k) = 1/CWi,., is the probability that the backoff counter drawn is equat to
and

E[(Tslot + Tslot +---+ Tslot)Q] = kQE[,Tslot]2 + ko'%slot (29)
k times
Finally, by combining the above two equations,
E[Tslot]2 2 U’%.
E d2 k slot k=
[ bO] CWmm zk,: + Cszn zk:
CWiin — 1) (2CWoin — 1 CWiin — 1
BTy ) ) gz, DWmin =1 (0
6 slot 2
where

G%Glot = E[T%ot] - E[Tslot]2 (31)

S
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E[T30) = PenaT7 + PsnaT7 + Pen 117 (32)

S

which terminates the delay standard deviation analysis.

We validated the accuracy of our analysis by comparing analytical regaisst sim-
ulations. For the simulations, we used an event-driven simulator that claskiw$ the
802.11e EDCA behavior for each station. The experiments were peddiona WLAN
with the system parameters of the IEEE 802.11b physical layer. Followingethavior of
standard PCM codecs, voice sources generated one 80 byte paaiyel @ ms.

Figures 2 and 3 plot the average and standard deviation of the baekayjffdr different
configurations of th&’W,,.;,, parameter as well as different numbers of voice stations. The
three values chosen for the number of voice statidviss {10, 15,20}, correspond to a
low, medium and heavy loaded WLAN, respectively. Simulation results ateeglavith
95% confidence intervals, although these are so small that can bargipiteeiated in the
graphs.

From the figures, we observe that analytical results match simulations raphavkell,
which confirms the accuracy of our analysis. We further observe #iatysl show the
following behavior:

e For too lowCW,,;, values, the WLAN is saturated and delays are very large.

e As CW,,, increases, after crossing a certain threshold (which varies for eliffé¢
values) the WLAN leaves saturation and delays decrease sharply.

e After this threshold, delays increase gradually with €é,,,;,,. The reason for this
gradual increase is that, the larger t#&/,,,;,,, the longer the completion of the back-
off process takes.

From the above, it can be intuitively seen that ¢&/,,,;,, values that provide the best
performance are the ones close to the saturation threshold. In the follomgregddress the
issue of finding this optimal configuration.
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Figure 2. Validation of the average delay.
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Figure 3. Validation of the delay standard deviation.

3.4. Optimal Configuration

We next present an algorithm that, given the desired performanceif@ traffic, finds the
optimal configuration that satisfies this quality criterion. Specifically, ourrilyun takes
as input the desired upper bound values for the average delay anditerstaleviation
(Dimae ando,,g,) and provides the following output) it determines if there exists any
CWp.n configuration that meets the given requirements, @hdf it exists, it gives the
optimal CW,,,;,, configuration.

In the following, we first obtain some lower and upper boundsd®V,,,;,, and then,
based on these bounds, we propose an algorithm to calculate the opfithal,. We start
by analyzing the®W,,,;,, range that provides good throughput performance.

According to Section 3.2., the WLAN will not be saturated as long'#s,,;,, is set such
that the following condition holds:(7s.¢) > L/T, wherer,, is a function ofCW,,,;,, as
given by Eq. (10). For ang'W,,;,, that does not meet this condition, the outgoing rate will
be smaller than the incoming one and as a result throughput performante wiélgraded.
As it can be observed from Figure 4, this imposes a lower and an uppadlmmCW,,,;,,.
Hereafter, we refer to these boundsdd’; andCWs, respectively.

We now analyze th€'W,,;, range to meet the given delay performance requirements.
According to the average delay analysis of Section 3.3., as long as the VIL.Adt sat-
urated (which is given by the above bounds) average delay is an @imgefunction of
CWhin. As aresult, the requirement that average delay cannot exceedagiye value
imposes an additional upper limit @iV, which we refer to withCW3. Indeed, as it
can be seen from Figure 5, for anyi¥,,,;, value larger thar'WW; the average delay will
not meet the given criterion. Following a similar reasoning as above, wethat the re-
guirement on the delay standard deviation imposes yet an additional uppewlinah we
refer to withCWj.

We next propose an algorithm to compute the opti@&l,,,;,, based on the lower bound
(CW1) and three upper bound€'tV,, CW3 andC'W,) obtained above. From above, we
have that anyC'W,,.;,, that falls within the bounds meets the given quality criterion. The
remaining challenge is to choose abi&/,,;,, value within this range. Based on the follow-
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Figure 5.CW,,.;, bound for average delay.

ing argument, we choose the largest possible value. As it can be oth$syue Figure 5,
in the given range delay performance improve$’ég,,,;,, decreases. The problem, how-
ever, is that a&'W,,.;,, approache§’ 17, there is the risk of suffering a sharp performance
decrease. In order to avoid this, we choose@h&,,;,, value that, while meeting the given
criterion, falls as far as possible from this critical point.

We next present our algorithm resulting from all the above consideratibiote that
the algorithm is extremely efficient as each of the steps only involves thdai@cuof one
equation of first or second order:

e In the first step, we comput€WW; andCW, by solvingr(CW,,;,) = L/T, using
the expression for(C'W,,;,) obtained in Section 3.2. with the of operation for
saturation.

e Next, we computeC'Ws by solving E[d] = Dna., USINg theE[d] expression of
Section 3.3. with the of operation for non saturation.
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Table 1. Algorithm validation.

Doz Omax N CWalg Dalg Oalg CWezh | Dexh | Oexn
10| 314 | 495 2.78| 317 4,99 | 2.82
5ms | 5ms | 15| 225 | 491|287 | 229 4,99 | 2.92
20 118 4,72 | 3.02 125 499 | 3.25
10| 274 | 435]243| 281 4.45 | 2.49
5ms |25ms| 15| 186 | 4.07| 2.36| 196 4.28 | 2.49
20 89 3.65| 2.48 91 4.31 | 2.49
10| 145 | 245]1.32| 148 249 | 1.35
25ms| 25ms| 15 104 2.32| 1.29 111 247 | 1.39
19 66 229 1.42 72 249 | 1.54

e We then obtairCTW, by solvingo, = omaz, USINgG in this case the expression &or
of Section 3.3..

¢ As afinal step, the algorithm compares the lower bourid’() with the minimum of
all upper bounds@W,, CWs andCWy): if CW; > min(CWy, CW3, CWy), there
exists noC'W,,;, value that satisfies the desired quality criterion and the algorithm
indicates that it is not possible to admit the given number of voice calls.

e Otherwise, the algorithm terminates by giving the following optimal configuration
Csz‘n = min(C’WQ, CWg, CW4)

We validated our algorithm by comparing the performance of our configargiven
by the algorithm CWoritnm) @gainst the result of performing an exhaustive search over
the CW,in Space CWezhaustive)- Specifically, for the exhaustive search we evaluated
by means of simulation the delay performance of all pos<ibifg,,;,, values and took the
largestC'W,,,;,, that met the given quality criterion. We performed this experiment for three
different quality criteria ranging from a more stringent criteridh,{,, = omee = 2.5ms)
to a more relaxed on€dX,,ox = Omaz = DMS).

Simulation results are presented in Table 1. It can be seen that the iop¥ey-
uration is always very close to the one obtained from the exhaustivehsehr all three
experiments, our algorithm admits as many voice calls as the exhaustiva &2@for the
first two experiments and 19 for the third one). In addition, the desiretitycateria are
always met by our configuration.

We conclude that our algorithm is effective in admitting as many voice callsssstpe
while guaranteeing the desired performance. The proposed algoritdmtfiarefore the
best possible configuration in a friendly environment in which the applicdt@avior is
known and can be trusted and the application requirements are also Kmae following
two sections we address other scenarios in which these data are nat deetion 4.) or
cannot be trusted (Section 5.).



Applications and Configuration of 802.11e Wireless LANs 133

4. Configuration for Fair Resource Allocation

In this section we address the issue of finding the optimal configuration offBi@&n the
information available about the stations connected to the WLAN is very relduggecif-
ically, we assume that (in contrast to the previous section) we have neifoemation
about the applications running in each station nor about their QoS requiteifige only
information that we assume is thesightassigned to each station, which is statically set
and represents the priority of the station as explained in the throughputtedlocaterion
below. Specifically, as stations are grouped by AC'’s, we takavisightassigned to each
of the AC’s in the WLAN as the input to find the appropriate configurationnadff even
this information orweightswas available, the configuration proposed here can also be used
by simply assigning the same weight to all AC’s. The results presented heechieen
published in [4].

4.1. Throughput Allocation Criterion

While there are many different criteria proposed in the literature for thrputalloca-
tion, weighted max-min fairnegg—9] is a widely accepted oRe The weighted max-min
fair allocation is the one that maximizes the minimuyiw; in the systemy; being the
throughput allocated to entityandw; the entity’s weight.

In this section we set our objective to find the configuration that provideaghted
max-min fairness in the WLAN, the WLAN stations being amtities and the saturation
throughput of a WLAN station itallocated throughputNote that the saturation throughput
in a WLAN [10] corresponds to the notion aflocated throughpuin weighted max-min
fairness: the former assumes that all stations always have packetsdmitrawhile the
latter assumes that all entities are using all the throughput to which theyt#teden

In the rest of the section we present an analysis that finds the cotiiguofeach AC
that maximizesnin(r; /w;). We refer to the parameters of AQuith AIFS;, CW/™" and
Cw andT X O P _limit;, respectively.

According to Theorem 2 of [4], it can be seen that thel'S; parameter should be set
to the minimum possible value for all AC’s in order to optimize throughput paréorce.
In the following, we take this configuration for thél F'S; parameter and search for the
optimal values of the remaining parameters.

4.2. Cw™n and CW/"** Configuration

Following [4], it can be seen that the search for the optimal parametegcoation can be
restricted to the solutions that satisfy

DDy (33)
Tj wj
since, according to Theorem 3 of [4], for any configuration that dmgsatisfy the above
condition, there exists a configuration that satisfies the condition and peoeigual or

2\Weighted max-min fairness is e.g. the criterion provided by Weighted Ra#tu€ng, which is the most
widely implemented mechanism for throughput allocation in wired links. Maagks in the literature have
aimed at providing weighted max-min fairness in WLAN (see e.g. [1]-14
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better throughput performance. This reduces our problem to findingothieguration that
maximizes thenin(r; /w;) under the constraint of Eq. (33).
The throughput of a station of ACcan be computed as

B Pil;
- PT,+P.T.+ P.T,

T (34)
where P; is the probability that a slot time contains a successful transmission of a given
station of ACi, [, is the average length of the packets of that stdtidt, P. and P, are
the probabilities that a slot time contains a successful transmission, a collis®emapty,
respectively, and’, T, andT, are the average slot time durations in each case.

The probabilityP; is computed as

Pi=m(l—n)" [T @—m)™ (35)
jES\i

wherer; is the probability that a station of ACtransmits in a slot timen; is the number
of stations that belong to ACandS is the set of AC’s in the WLAN.
The other probabilities are computed as follows:

Py =Y nP, (36)
€S

Po=J[-m)m™ (37)
JES

P,=1-P,— P, (38)

From the above expression fgy, it can be seen that the condition of Eq. (33) can be
rewritten as
Tl‘(l — Tj) _ % (39)
H(l—m)  wj
Under the assumption ef < 1 Vi — which is reasonable in optimal operation, as large
7; values would lead to a high collision probability — Eqg. (39) is approximatelyvedgt
to
Wi (40)

T wj
Next, we use Egs. (33) and (40) to find the optima. From Eq. (33) we have

wj
r— " (41)
T Yies niw;
wherer is the total throughput in the WLAN.
With the above, the problem of finding the optimal configuration can beneflated as
to find ther; values that maximize subject to the condition of Eqg. (33), as any other set that
complies with this condition will lead to smalley Vi, and therefore smallenin(r; /w;).

3For simplicity hereafter we assume ttiatakes the same value for all stations and refer to it With
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The total throughput can be expressed as

. p(s)l l

T PET A pOT (o T, 1, 4 KA T
p(s

(42)

As [, Ts, andT, are constant, maximizing the following expression will result in the
maximization ofr,

) p(s)
= 43
"0 - T+ T, (43)

From Eq. (40) we havé can be approximated by
P a(t1/w) — b(r1 /wy)? (44)
c(ri/wy) +o
where AC 1 is taken as reference, with

a = Z n;w; (45)

€S

i€S jeS\{1,...,i}

c= Z nyw;(T. — o) (47)
i€s
The optimal value ofy, 7", that maximizes: can then be obtained by
d# 7_opt 2 Topt
TﬁTl:Tfpt:O :>bc(1101) +2b0’<1101)_a0':0 (48)

which yields
bo)? + abco — b
- (bo)? + abco — bo (49)
be
opt

Finally, applying Eq. (39) to;"", we obtain our approximation to the optimalalues,

opt

TP = Wity 50
% w1(1 _ Tlopt) + wiTlopt ( )

The remaining challenge is to find th&V™"* andCW;** configuration that leads to
the optimalr; values obtained above. From [15], the probabifityn saturation conditions
can be expressed as follows:

2(1-2p))(1-p;")
CWmn (1=(2p,) ™) (1=pi)+(1=2p,) (1—p ) +CWmin2mip ™ (1—2p,) (1—p; ™)
(51)
wherep; is the probability that a transmission attempt of a station ofiAGllides andmn;
is defined such thafW;me* = 2m:i CWmin,

T =
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From the above, we have that can be adjusted as a function of two parameters,
CW/™" andm,. As a consequence, we have one level of freedom to adjust these pa-
rameters in order to obtain the desiredIf we fix m;, then theC’Wg”m value that leads to

77" can be computed from Eqg. (51) as follows,
min _ (1=2p)(1—p;t) 2
CW1 - (1_(2pi)mi+1)(1_pi)+27nip;ni+l(1_2pi)(1_p;37mi) Tfpt 1 (52)
opt

wherep; is computed from the; ™" values according to

pi= (1 =7yt T =y (53)
jes\i

Note, however, that Eq. (52) does not necessarily yield an int€gEf*" value; to
meet the requirement that contention windows must take integer valuesumeaey; ™"
to the closest integer, ie.

CW™" = round int(CWimm(Eq- (52))> (54)

In the following, unless otherwise specified, we set (following similar arguat® the
ones given in Section 37p; = 0, from whichCW/™" = CW/* = CW;. With this
setting, Eq. (52) is simplified to

2

opt
7

CW,; = -1 (55)

4.3. TXOP_ limit; Configuration

The remaining open issue is to find the optifdat O P_limit; configuration. Throughput
performance increases with largBX O P_limit; values, since larger transmission times
means lower overhead for each transmitted bit. HoweléfO P_limit; can not be set
based only on throughput performance considerations, as througagatmance would
be optimized with infinite payload size transmissions, but this would lead to infinagsle
which is clearly undesirable.

Based on the above, we propose to setfte0 P_limit; of all the AC’s to the maxi-
mum acceptable value according to delay and/or other considerationscehiiguring the
other three parameter§ /™", CW ™ and AI F'S;) following the algorithm given here.
For example, given a maximum allowed delay, if the other EDCA parametexafig-
ured according to the formulae given here, then the value of' tK® P _limit, parameter
can be computed from our delay model of EDCA in [16].

Hereafter we assume that the configuration of TheO P_limit; parameter is set to
a fixed value (corresponding to a certain payload size) and do noefuctinsider this
parameter.

“Note that, forrfpt < 1, the error resulting from the rounding operation is very small.
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Figure 6. One AC.

4.4. Optimal Configuration Validation

The optimal configuration proposed here is based on a number of apitmons. To assess
the validity of the configuration proposed, we next compare it with the respkrforming
an exhaustive search over the entire configuration space. Specifigallpvaluate (ana-
Iytically or via simulation) the throughputs resulting from all possible confitioma (or a
range wide enough) and choose the one that leads to the maximiwgr; /w;), against
which we compare our configuration.

In the following, we refer to the three methods mentioned above as “oupspa-
tion” to the optimal configuration, “analytical exhaustive search” and “&atn exhaus-
tive search”. Note that the analytical and simulation exhaustive searclodsedine unfea-
sible for practical use, as they require a large amount of time and compalagsources
to find the optimal configuration; our intent here is to use them as a benchmassess
the accuracy of our approximation.

We first study the simplest possible scenario in which there is only one Aeptran the
WLAN with weight w; = 1. In this case, our objective of maximizing the minimuiw;
is equivalent to finding thé'IV; value that, configuring the AC with this value, maximizes
the individual throughputs.

Fig. 6 shows the optimal configuration resulting from our approximatiorlytoal ex-
haustive search and simulation exhaustive search, for differentersnol stations. The
resulting throughputs are given for each case; the throughputs atbtaiaéytically are rep-
resented with lines, and the throughputs obtained via simulation with points afiderace
intervals. For the simulation exhaustive search, the simulation throughprgsban ob-
tained by rerunning the simulations for the selected configuration with diffsezd values.

We observe that the optimal1¥/; values given by our approximation are very close
to the ones obtained with the exhaustive search methods, and the resultinghibmts
are practically identical. As throughput is the only relevant metric for oyeative of
maximizingmin(r; /w;), we conclude that these results validate our approach.

To assess performance in case of multiple AC’s, we study a scenario wili'gl A
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Figure 7. Multiple AC’s.

i€ {1,...,4}, each ACi with n; stations f; = 2 and10) and a weightv; = w; + (i —1)7,
with w; = 1 andj € [1,10]. Fig. 7 shows thenin(r;/w;) values, obtained analytically,
corresponding to the analytical exhaustive search method and owxapption to the
optimal configuration. Results validate our approach also for this caske dsroughput
performance given by our approximation is very close to the performafrtbe analytical
exhaustive search method.

5. Configuration in an Unfriendly Environment

In this section we address the issue of configuring EDCA WLANS in ordgrévide
users with service guarantees inwamfriendly scenario By unfriendly, we mean that ap-
plications cannot be assumed to be well-behaved, and they may behaverdliff than the
traffic specifications declared by them in order to gain extra resouftes.contrasts with
the friendly scenario assumed in the Section 3., in which applications weresago
conform to the declared traffic specifications.

The only means of controlling the load offered by a station in the above saésdy
configuring appropriately its EDCA parameters. Note that indeed in EDO& th@o other
way of controlling the traffic sent by an application. Therefore, we areosimyg here an
extra requirement to the EDCA configuration as compared to Section 3.pasdguently
the resulting optimal configuration will differ from the optimal one of Section Bor
instance, a low rate application with stringent delay requirements was agsignesmall
AITFS andCW parameters in Section 3., since this configuration provides the station with
small delays. However, this cannot be done in an unfriendly scenareg a station with
very smallATF'S andCW parameters could possible consume the entire capacity of the
WLAN if it sent more traffic than declared, and would thereby starve therattations.

The focus of this section is on the computation of the optimal configuration iman u
friendly scenario such as the one described above. Our goal in theutatiop of the
EDCA configuration is to provide a target station with its service guaranteepéamndent
of the behavior of the other stations.
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5.1. EDCA Configuration

The problem that we address in this section is formulated as follows. Gisencd stations

S, each station € S with certain service requirements, our objective is to find the configu-
ration of the parameters of all station$X(F'S;, T X OP limit;, CW;"% andCW™") that
guarantees to each station its service requiremedé&pendent of the behavior of the other
stations

The objective of the configuration proposed is the following. For an agpdic that
generates packets according to some given traffic specifications, mdoguarantee that
the station’s delay requirements will be met. Note that we cannot control ehaipiblica-
tion conforms to the given traffic specifications; however, the station’syydelguirements
only need to be meds long as the application’s sending behavior conforms to these speci-
fications

Let us define the saturation throughput of a stati¢n®’) as the throughput that this
station would obtain if all stations (including statidnwith their respective EDCA config-
urations, saturated their channel, i.e., always had a packet readgrisntission. The key
assumption upon which the optimal configuration obtained in this section is lsabedol-
lowing: we assume that, given a certain arrival process and delayepwnts of a station,
there exists a$% value such that, if the station is provided with a saturation throughput
equal tor{?, this ensures that the station will receive its desired guaraitdependent of
the behavior of the other stations

With the above assumption, a station with certain service requirements doesetbt
to inform the entity responsible for computing the optimal configuration (fiterethecon-
figuration servey of its arrival process and delay requirements, butgiarply compute the
r#%* value that guarantees its service requirements and request the poréing satura-
tion throughput to the configuration server

The above simplifies greatly both the communication between the stations anahthe co
figuration server and the computations to be performed by the configuratieersSpecif-
ically, only operations dealing with the saturation throughput need to berpeztl. One
additional piece of information that stations need to provide to the configoraginser is
their transmission length, since this information is necessary in the computatsatuoé-
tion throughputs.

With the above, the problem of finding the optimal configuration is reduced ds fin
ing the configuration that satisfies a set of saturation throughput reggmts. Specifi-
cally, given a set of stations and their requirements in terms of saturatiargtipat (")
and transmission length;), we need to find (if it exists) the configuration of all stations
(AIFS;, TXOP limit;, CW"%* andCW/™") that satisfies these requirements.

The problem of finding the EDCA configuration that satisfies a set ofa@uarthrough-
put requirements is precisely the one that has been addressed in Secliberfore, we
can reuse here the analysis of that section in order to compute the optirfigucation of
the EDCA parameters. Note that, although the saturation throughput arialgbered by
the two scenarios, the way of determining the saturation throughput isrherdally differ-
ent for the two cases: in Section 4. the saturation throughputs were calrgsusefunction
of some pre-assignasleightsfor throughput allocation, while here they are computed as a
function of theservice guaranteedesired for a given station.
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The optimal configuration proposed here is therefore based on the iiwjotwo
premises:

e Our key assumption is that it is enough for a station to request a certaimatsaur
throughput (given the length of its transmissions) in order to guaranté¢hihae-
quirements of the applications will be met.

e Stations need to be able to map the service guarantee requirements of thea-app
tions into requesting the appropridtendr;* parameters.

Next, we first proof our key assumption, and then we propose someaaation guide-
lines for the stations to compute (given the applications requirements) émel i pa-
rameters to request.

5.2. Key Assumption

We now proceed to demonstrate our key assumption, which states thattlygveequire-
ments of a station, there exists a saturation throughput value that guartiréee require-
ments independent of the behavior of the other stations. Specifically, ibwérad a satu-
ration throughput value that provides the station with the desired guasamtesn all other
stations are saturatéddependent of the number of the stations in the WLAN and their
requirementsthen we will have proved our assumption.
Let us analyze the distribution of the service time of a station (i.e., the time elapsed

between a packet reaching the first position in the transmission queue aradst®ission),

R-1
P(ds > Dy) Z prJPde>D) (56)

wherep; is the probability that a transmission attempt of statianllides,; is the number
of attempts before the station transmits successfullyd&nds the service time given that
the station has performedattempts before transmitting successfully.

Based on the results of [17], we can obtain an accurate estimation of theesgelay
distribution by considering that the duration of all slot times is fixed and ¢qulé average
slot time duratiori;,;. By using this approximation,

P(dy; > D) =P (TslotUj(CWimi") > DS> (57)

whereUj(z) = i=1 unif(0,z), unif(0,z) being a random variable uniformly dis-
tributed between 0 andl
From the above,

P(dy; > Dy) = P (TuqCW™™ U;(1) > Dy) (58)

From the fact that the average backoff delay of the station if it was gatuveould be
to ;/r#, r£ot being its saturation throughput, we have that

R—-1 ;

. CWmin L.
> (=ppii— Tt =~
=0 "

(59)
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from whichCW/™" T, can be expressed as a functionof-{%* andp;,
CW" ™ Tqor = f(li, 5™, pi) (60)
Combining the above equations it follows that
P(ds > Dg) = f(li, i, pi) (61)
The probabilityp; is computed as follows

pi=1- ][ -m) (62)

jeS\i

which, under the assumption < 1, can be approximated by

pir%l—(l—ZTj):ZTj (63)

jES\i jeS\i

g 2 ao g
Tjwwj( (C) +bc_c) (64)

GivenT. > o, we have that the term/c is negligible compared teo /bc and therefore

From Eq. (50),

aoc

e (65)

Tj%U}j

Substitutinga, b andc and using the approximatidn~ (3, w;)?/2,

L Wi |20
Tj ~ Zl Wi Tc (66)

Finally, substituting the above into Eq. (63) yields

20
p T, (67)
which shows that (under our optimal configuration) the collision probabilitydependent
of the number of stations and their requiremeautsl depends only on the average duration
of the collisions.
Applying the above results to Eq. (61) leads to

P(ds > Ds) = f(li, i, Te) (68)

From the above, by taking a lower bound ®n (like e.g. 100 bytes packet length)
we obtain an upper bound for the distribution of the servidech depends only on the
station’s packet length and its provisioned saturation throughput, and epienddent of the
other stations
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We have therefore our assumption proofed. Indeed, the end-toedag distribution
is a function of the station’s arrival process and the service time distribuBnce the
service time distribution depends only on the station’s packet length and tilmatgan
throughput provisioned, we have that the end-to-end delay distribugperntis only on
the station’s arrival process, the packet length and the saturatiorgtipou Therefore, a
station, given its arrival process and packet length, simply by reqgetenappropriate
saturation throughput can be sure that its service requirements will bendegtendent of
the other stations in the WLAN and their requirements

Itis a major finding that in an optimally configured WLAN (following the optimal eon
figuration given the previous section) its delay behavior can be guabiesed only on
its saturation throughput (i.e., the throughput it would obtain if it alwaysehpacket ready
for transmission) independently of the other stations in the WLAN. Followingfitidsng,
in our configuration each station calculates the saturation throughputds eeording to
its service requirements and issues the corresponding request to sufige@tion server,
and this configuration server only needs to compute the configurationatisfies the re-
ceived saturation throughput requests. Note that this greatly simplifie®theutation of
the optimal configuration at the configuration server.

5.3. Stations’ Configuration Guidelines

We next provide some guidelines to stations on which values to requestrdiugado the
above, by requesting appropriate values for saturation throughgutamsmission length,
applications requests can be satisfied independent of the other stationd\th A It is
important to note that the guidelines provided here are only recommendatidrssedions
do not need to follow them.

Let I be the station’s packet length anff* its requested saturation throughput, and
let 759 = ¥ /r#?* be the packet interarrival time under saturation conditions. If the trans-
mission is long enough to fit several packets (sayackets), this means that the station
can only be allowed to transmit once eveﬂff“t interval, in order to limit the station’s
throughput tor$*. Every time it accesses the channel, the station then transmits bursts of
x packets.

Note that with the above setting the station transmits its data in bundles ofigize
which is equivalent to using a larger packetization size, namgly Packetization sizes
are chosen following the applications’ delay requirements: if packets gfiéhare used,
this means that the application cannot afford waiting until more data is geddyatere
transmitting it.

Based on the above, we conclude that setting the transmission length stelstiitzon
can transmit more than one packet upon accessing the channel yietoepiadbly long
delays, and therefore we recommend to set the transmission length daté stiaton
equal to the packet length of the statién=£ [;'). Hereafter we usg and!; indistinctly.

The above configuration basically “disables” th& O P limit mechanism since it only
allows that each station transmits a single packet upon accessing thelchNotaghat this
setting is necessary given our starting assumption of an unfriendlyrszghae assigned a
T XOP limit too long to a station, this could be used by the station to persistently transmit
for long durations and thus starve other stations. Instead, if the applisdt&ravior could
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be trusted, we could assign a loigX O P limit to a given station in order to absorb
eventual data bursts generated by the station without risking starving tee sigtions.
Indeed, if the application’s behavior is well-behaved, we can be sutehbatation will
not use this long’ X O P limit to persistently transmit for long durations.

We note that, although following the above reasoning we advocate setting the
TXOP limit equal to the duration of a packet, it is up to the station to request a longer
T XOP limit value. Specifically, since the transmission lengik reported by the station,
the station can obtain a long€X O P limit simply by reporting a largdg. This, however,
will harm the station’s delay, and therefore it is not the configurationmeaended in this
paper.

We now study the other parameter, the saturation throughput, that a statids toe
request in order to ensure that its service requirements will be met. Notalthatigh in
an unfriendly scenario a target station is not forced to conform to its getspecifications,
the service guarantees provided only need to beamting as the station conforms to these
specifications The worst-case for the target station corresponds to the case wingheall
stations saturate their channel (i.e., always have a packet readynfemission). Therefore,
the scenario we are interested in to achieve our goal of providing seguen@ntees to a
target station is the one in which the target station conforms to its traffic sgeicifis while
all other stations saturate their channel. If under these conditions thieeragnts of the
target station are met, this means that our configuration is effective in prgwite station
with the desired service guarantees.

The service guarantees of an application are expressed basedenttteeend delay
defined as the time elapsed between the generation of a packet and its tsgrsimishe
WLAN; note that this includes thqueuing timeat the station’s transmission queue. We
consider that the delay of a lost packet is infinite; applications requirenoentscket
losses are thus captured by this metric.

The remaining challenge is to find the saturation throughput that a statios teed
request in order to see its service requirements met. Note that the schgrosquardelow
for this purpose does not aim to serve for all possible situations and ittis astation to
issue its saturation throughput requests based on any other criterisreveilp we believe
that the scheme proposed hereafter does cover the most common apgication

In our scheme, we express the service requirements of an applicatied baswo
parameters:P and D. Specifically, we consider that the requirements of an application
are met as long as its packets suffeeaid-to-end delagmaller thanD with probability P,
whereP andD are values dependent on the application’s nature. We measimré; units,
whereT; corresponds therefore to the average interarrival time between tveecative
packets (defined dg/r;, wherer; is the station’s average sending rate).

The rationale for measuring in 7; units is the following. Interarrival times of an
application are typically chosen based on the application’s delay requitemérdelay
requirements are stringent, the application cannot wait until more data isagethéefore
sending a packet, and therefore sends its packet using a shorterrivétane. Following
this, it is reasonable to take the station’s interarrival time as the benchmairisagyhich to
measure the end-to-end delay requirements, and aim at the end-tolendelrg a fraction
of the interarrival time. For applications that go through inactive perisgsh as ON/OFF
sources, we consider the interarrival time of #utive periods
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Let us defineA such that$* = (1 + A)r;. Then, Eg. (59) can be rewritten as

R—1 ;
Wmen l; T;
1 — Pi ’ Tso = - = -
Z_: Pl 9 T I AN 1+ A (69)
7=0
from which ’
CW"" Tt = Ti f (pi, A) (70)
Substituting this into Eq. (58)
P(ds; > Ds) = P (T; f(T, A) > Dy) (71)
which yields
P(ds; > Ds/T;) = f(T., A) (72)

Therefore, we have that the service time distribution measurégunitsdepends only
onT. andA, and does not depend on application specific parameters, such asdhage
arrival rate, r;, or the packet lengthl;. Consequently, the end-to-end delay distribution
in T; units depends only ofi. and A, in addition to the application’s arrival process nor-
malized intoT; units. Note that, with this normalization, we lose dependency of the arrival
process on the application specific parameterarfd/;), and the only dependency is on the
arrival process nature (CBR, ON/OFF, Poisson).

The above result is very important. Indeed, following this result, we caaimlthe
requiredA values for a limited number of cases, and then these results can be used to de
termine theA of any application by mapping this application into one of the cases studied.
Specifically, we can analyze tievalues for a variety of common sources (CBR, ON/OFF,
Poisson) and applications delay requirements (audio, video, data),emdhbA required
by an application can be found simply by taking from this sehafalues the one that corre-
sponds to the same source nature and delay requirements as the applica¢épendently
of application’s specific parameters such as the packet length or ttegave&nding rate.

We now proceed to validate the above results via simulation, as well as to find the
A values required for the most typical applications. For this purpose, wsider the
following scenarios:

1. Homogeneous scenario with 5 stationk this scenario, all the stations have re-
quested the same saturation throughput and use packet lengths ofté80 by

2. Homogeneous scenario with 10 statiofifie same as above but with 10 stations.

3. Homogeneous scenario with 10 stations and 500 byte packet lenfilessame as
above but with all stations sending packets of 500 byte length, insteaddfy16s.

4. Homogeneous scenario with 10 stations and 1000 byte packet leAgtasame as
above but with 1000 byte length packets.

5. Homogeneous scenario with 10 statiomfie same as scenario 1) but with 20 stations.

6. Heterogeneous scenario with 10 stations amd= {2,1}. In this scenario stations
are divided in two groups of 5 stations each, with stations of the first grempesting
twice as much saturation throughput as stations of the second group.
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7. Heterogeneous scenario with 10 stations and= {4,1}. Same as above but with
stations of the first group request four times as much saturation throughptations
of the second group.

8. Heterogeneous scenario with 20 stations and= {10,5,2,1}. In this scenario
stations are divided in four groups of 5 stations each, with stations of gigfoup
requesting 10 times as much saturation throughput as stations of the foouw gr
stations of the second group requesting 5 times and stations of the thirdtgioap

Following the rationale exposed at the beginning of this section, we conbilease in
which all stations saturate their channel but one, which sends at g rates* /(1 + A).
Our goal is to find the\ value required for different applications and arrival processes. W
consider the following common arrival processes: CBR, ON/OFF and®uifkesults for
these three cases are given, respectively, in Figures 8, 9 and fiie three graphs, 95%
percentile values of the end-to-end delay are givefd{ianits).
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Figure 8. CBR traffic.

Simulation results confirm our key assumption that the delay distribution is indepé
of the number of stations and their saturation throughput, and dependsrotiig average
collision length. Indeed, the 95 percentile delay in all three graphs is alm®shathe for
all the scenarios but the ones with different packet length, excepioioe deviations for
smallA values. As predicted by the analysis, we observe that the smaller thd feaaié,
the worse the delay performance. As mentioned before, we take the pdnket length
as worst case.

Based on the above results, we can derivedhealues required for different applica-
tions based on the nature of their arrival process (CBR, Poisson, ERy/&@nd their delay
requirements (audio, video, data). Specifically, we consider that apgiacations require
95% of their packets to arrive with a delay 5 times the interarrival time, vidptications
require 95% of their packets to arrive with a delay 15 times the interarrival tume: data
applications have no delay requirements. Note that, with these values, sappiieation
with an interarrival time of 10 ms suffers delays below 50 ms with 95% probgbditg
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5 sta homo
10 sta homo -—-------
60 10 sta homo (500) - |
' 10 sta homo (1000)
20 sta homo ------
10 sta hete (W =2,1) -~ |
10 sta hete (W =4,1)
20 sta hete (W = 10,5,2,1) -
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40 fo\
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Figure 9. Poisson traffic.
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5 sta homo
N 10 sta homo ————

14 K% 10 sta homo (500) - g
N\ 10 sta homo (1000)

RN 20 sta homo ---—--
12 NN 10 sta hete (W =2,1) ----- 7
AN 10 sta hete (W = 4,1) -
20 sta hete (W = 10,5,2,1) -

10 |

Figure 10. ON/OFF traffic.

a video application with an interarrival time of 20 ms suffers (with the sameatibty)
delays below 300 ms.

The A values resulting from the above considerations are given in Table 2eHre the
recommended\ values for the various applications depending on traffic nature anghrri
process. We note that, based on our finding that the delay distribution {eindent of the
scenario, it is very easy to extend the recommenfi&dto additional delay requirements
and/or arrival processes, since no exhaustive study is requiteti®@enough to simulate
one single scenario.

With the above, we have that a station with certain services requirementsgivieha
arrival process can obtain its from Table 2, and from this it can compute the required
saturation throughput by considering its average sending rate andrapgf = (1+A)r;.
Then, the optimal configuration can be obtained from all the saturationghpatirequests;
following the above arguments, this is the optimal configuration that ensuzedesired
service guarantees regardless of the behavior of the other stations.
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Table 2. Recommended\ values.

CBR | Poisson| ON/OFF
audio| 0.2 0.4 0.2
video| 0.1 0.25 0.1
data 0 0 0

6. Conclusion

The EDCA mechanism of the IEEE 802.11e standard is based on a nunyemaaieters
whose configuration has been left open in the standard. Finding the omtiméidura-
tion of these parameters is crucial in order to make an efficient and stisfase of the
mechanism. This article has addressed this issue with a number of contributions

The first contribution of this article has been to identify a number of scenainiat
require different configuration guidelines. Indeed, we have shoar tlepending on the
information available about the applications, as well as the friendly or undifebehavior
of the users, the requirements and objectives for the EDCA parametéffeisrtt and as a
result the appropriate configuration is also different in each case.

The second and main contribution of the article has been to propose wooondigu-
ration guidelines for each of the scenarios identified. The various Sosrand the conclu-
sions of the corresponding configuration guidelines proposed in thiteaate summarized
next:

e Service Guarantees in a friendly environmern this scenario stations are well-
behaved and can be assumed to conform to the declared traffic spericBased
on the traffic specifications and QoS requirements, in this article we havessead
the issue of finding the appropriate EDCA configuration. Specifically, ae Ho-
cused on one use case, Voice over IP, and we have presented a toetbogute the
optimal configuration such that the given QoS requirements are met while agmittin
as many stations as possible.

e Fair Resource Allocationln this case the objective is not to provide service guaran-
tees but to fairly distribute the network resources among the various WLgExsu
This configuration is adequate if the QoS requirements of the applicatiomare
known but we still want to make sure that one aggressive station catilize all the
WLAN resources while the other stations starve. In addition, differdotipies for
the WLAN stations can be introduced.

e Service Guarantees in an unfriendly environme¥ithile the goal of this case co-
incides with the first scenario, the assumptions on the users behavioraeedtff
In particular, here we do not assume that users are well-behavedhenedore the
configuration must protect a given user from other malicious ones. Asudty the
configuration will be different from the one of the first scenario. In dnicle, we
have given configuration guidelines that can be used to satisfy the eawgrits of
the majority of today’s applications under this scenario.
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