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Abstract

Nowadays Wireless LANs (WLANs) have become a very popular technology for
Internet access. The Medium Access Control algorithm used by today’s WLANs is
the one defined by the IEEE 802.11 standard. Recently, the IEEE 802 Working Group
has approved a new standard called 802.11e that extends the basic 802.11 algorithm
with Quality of Service capabilities. This new standard is based on a number of open
parameters whose configuration is yet an unresolved research issue. In this article
we take up this subject by reviewing existing guidelines forthe configuration of the
802.11e parameters as well as proposing new ones.

1. Introduction

In recent years, much interest has been devoted to the design of wireless local area networks
(WLAN’s) with Quality of Service (QoS) support. The Enhancements TaskGroup (TGe)
was formed under the IEEE 802.11 project to recommend an international WLAN standard
with QoS support. Recently, this group has approved a new standard called 802.11e [1] that
extends the basic 802.11 [2] algorithm with Quality of Service capabilities.

The 802.11e standard defines two different access mechanisms: theEnhanced Dis-
tributed Channel Access(EDCA) and theHCF Controlled Channel Access(HCCA). This
article focuses on the former. As EDCA is based on several open configurable parameters
(namelyCWmin, CWmax, AIFS andTXOP limit), the challenge with this mechanism
lies in its configuration. While there are some configuration recommendations for EDCA
in the standard, these are not sustained analytically and do not guaranteeoptimized perfor-
mance.

In this article we take up the issue of the configuration of the open parametersin the
standard by reviewing existing configuration guidelines as well as proposing new ones. The
various proposals addressed in the article respond to scenario drivenstrategies derived from
802.11e usage. In particular, in the article we consider the following situations:
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• Service Guarantees in a friendly environment.In this scenario the objective is to
compute the 802.11e configuration parameters that provide clients with the requested
service guarantees. It is assumed that all users behave friendly, andtherefore config-
urations do not have to prevent that users obtain a better service than requested by
misbehaving. A typical example of this scenario could be an office setting.

• Fair Resource Allocation.In contrast to the above scenario, in this case the objective
is not to provide service guarantees but to fairly distribute the network resources
among the various WLAN users. This strategy could be used e.g. in a WLAN in
which the applications’ requirements are not known.

• Service Guarantees in an unfriendly environment.In this scenario the objective is
to provide service guarantees, like in the first scenario. However, in thiscase the
configurations have to prevent that potential misbehaving users can obtain a better
service thereby disrupting other clients. This requires a different strategy from the
above for the configuration of 802.11e parameters. An example of such ascenario
could be a WLAN hot-spot.

The article discusses and proposes parameter configuration guidelines for the above sce-
narios and validates them via simulation. The rest of this article is devoted to the analysis
of EDCA configurations in order to satisfy the requirements of each of the above scenarios.
It is structured as follows. In section 2. we provide a short summary of theIEEE 802.11e
EDCA protocol. Section 3. presents some configuration rules to provideservice guaran-
tees in a friendly environment. In particular, the focus of that section is on voice over IP
applications in this environment. Next, Section 4. proposes some configuration guidelines
for the second of the target scenarios,fair resource allocation. Finally, Section 5. addresses
the scenario ofservice guarantees in an unfriendly environmentand proposes configuration
rules for this scenario. The article closes with some final remarks in Section 6..

2. IEEE 802.11e EDCA

This section briefly summarizes the EDCA mechanism as defined in the 802.11e standard
[1]. EDCA regulates the access to the wireless channel on the basis of thechannel access
functions(CAF’s). A station may run up to 4 CAF’s, and each of the frames generated
by the station is mapped to one of these CAF’s. Then, each CAF executes anindependent
backoff process to transmit its frames.

A CAF with a new frame to transmit monitors the channel activity. If the channelis idle
for a period of time equal to the arbitration interframe space (AIFS), the CAF transmits.
Otherwise, if the channel is sensed busy (either immediately or during theAIFS), the CAF
continues to monitor the channel until it is measured idle for anAIFS, and, at this point,
the backoff process starts. The arbitration interframe spaceAIFS takes a value of the form
DIFS + nσ, whereDIFS andσ are constants dependent on the physical layer andn is a
nonnegative integer.

Upon starting the backoff process, the CAF computes a random value uniformly dis-
tributed in the range(0, CW − 1), and initializes its backoff time counter with this value.
TheCW value is called contention window, and depends on the number of transmissions
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failed for the frame. At the first transmission attempt,CW is set equal to a valueCWmin,
called minimum contention window.

The backoff time counter is decremented once every time intervalσ as long as the chan-
nel is sensed idle, ”frozen” when a transmission is detected on the channel, and reactivated
when the channel is sensed idle again for anAIFS. As soon as the backoff time counter
reaches zero, the CAF transmits its frame. A collision occurs when two or moreCAF’s
start transmission simultaneously. An acknowledgement (Ack) frame is usedto notify the
transmitting CAF that the frame has been successfully received. The Ack isimmediately
transmitted at the end of the frame, after a period of time called short interframespace
(SIFS).

If the Ack is not received within a specified Timeout, the CAF assumes that thetrans-
mitted frame was not received successfully and schedules a retransmission reentering the
backoff process. After each unsuccessful transmission,CWi is doubled, up to a maximum
valueCWmax. If the number of failed attempts reaches a predetermined retry limitR, the
frame is discarded.

After a (successful or unsuccessful) frame transmission, before transmitting the next
frame, the CAF must execute a new backoff process. As an exception to this rule, the proto-
col allows the continuation of an EDCA transmission opportunity (TXOP). A continuation
of an EDCA TXOP occurs when a CAF retains the right to access the channel following
the completion of a transmission. In this case, the CAF transmits a new frame aftera SIFS
period following the completion of the transmission. The period of time a CAF is allowed
to retain the right to access the channel is limited by the parameterTXOP limit.

The RTS/CTS mechanism is defined as optional for EDCA. With this mechanism, a
CAF that has a frame to transmit follows the same backoff procedure as described above,
and then, instead of the frame, preliminarily transmits a special short frame called Request
To Send (RTS). When the receiving station detects an RTS frame, it responds, after a SIFS,
with a Clear To Send (CTS) frame. The CAF is allowed to transmit its frame only if the
CTS frame is correctly received; in this case, the frame transmission proceeds after a SIFS,
and it is followed by an Ack.

In the case of a single station running more than one CAF, if the backoff time counters of
two or more CAF’s of the station reach zero at the same time, a scheduler insidethe station
avoids theinternal collision, granting the access to the channel to the highest priority CAF.
The other CAF’s of the station involved in the internal collision react as if there had been a
collision on the channel, doubling theirCW and restarting the backoff process.

As it can be seen from the description of EDCA given in this section, the behavior
of a CAF depends on a number of parameters, namelyCWmin, CWmax, AIFS and
TXOP limit. These are configurable parameters that can be set to different values for
different CAF’s. The standard draft groups CAF’s by Access Categories (AC’s), having all
the CAF’s of an AC the same configuration, and limits the maximum number of AC’s inthe
WLAN to 4.

The rest of the article is devoted to the analysis of the performance of a WLAN as a
function of the above EDCA parameters and to the search for their appropriate configuration
under the three identified scenarios. For simplicity, in the rest of this article weassume that
station only execute one CAF and use indistinctly the terms station and CAF.
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3. Friendly Environment Configuration

In this section we address the issue of finding the optimal configuration of a 802.11e EDCA
WLAN in a friendly environment in which there exists a trust relationship with theusers.
In this scenario, users declare the traffic specifications of their applications and their QoS
requirements, and the optimal configuration is computed based on these data.The funda-
mental difference between this scenario and the one of Section 5. is that here, in contrast to
5., users are trusted to adhere to the declared traffic specifications.

In this article we focus on a specific target application to illustrate the configuration of
EDCA WLANs in a friendly environment. Specifically, we concentrate in a scenario in
which all stations run a voice over IP (VoIP) application. This is indeed a very relevant
scenario as voice traffic is one of the main targets of EDCA. We note, however, that this
scenario is only taken as an example of EDCA configurations under a friendly environment,
and that a similar analysis to the one presented here should be conducted in order to find
the optimal configuration for other applications.

The rest of this section is organized as follows. We first present a number of consid-
erations that allow us to fix the configuration of three of the parameters (CWmax, AIFS
andTXOP ). Then, we present a model for the throughput and delay of EDCA as astep
towards finding the optimal EDCA configuration. Our model, unlike previous analyses
(see [3–5] and references therein), does not only account for thethroughput and average
delay characterization but also for the standard deviation of the delay. Indeed, we argue
that variance is a fundamental measure in order to provide a real-time application such as
voice traffic with meaningful QoS guarantees. Finally, we propose a concrete algorithm for
the configuration of the EDCA parameters for voice traffic. Our algorithm takes as input
parameters the number of voice stations, their arrival rate and the desiredservice quality
criterion (namely, average delay and standard deviation), and providesas output the EDCA
parameter values (if they exist) that satisfy this criterion. The results of this section can be
found in [6].

3.1. Considerations on the Configuration

Our focus here is on a WLAN operating under voice traffic. As in this scenario we only have
one traffic class (namely voice), there is no need for introducing any typeof differentiation,
and only AC needs to be used in the WLAN, with the same EDCA parameter valuesfor all
stations.

As a result of the above, we have that all the stations use the sameAIFS configuration.
From this, it follows that the optimal setting for this parameter is its minimum possible
value, namelyAIFS = DIFS, as otherwise some extra time is unnecessarily lost after
every transmission. This fixes the value of one of the four parameters.

We next consider the configuration of theCWmax parameter. When the number of
stations in the channel is unknown,CWmax is typically set larger thanCWmin, so that
after a collision theCW increases and thus the probability of a new collision is reduced.
However, this is not necessary in our case, as the number of stations is known and therefore
their CWmin can be directly set so that the resulting collision probability corresponds to
optimal operation. In addition, if we setCWmax larger thanCWmin, the delay of the
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packets that suffer one or more collision drastically grows, which harms jitterperformance.
Based on these arguments, we setCWmin = CWmax, which fixes another parameter.

Given the stringent delay requirements of voice traffic, the parameters setting for voice
stations will typically be chosen such that their transmission queue never grows to more
than one packet (in particular, this holds for the configurations that we propose in Section
3.4.). As a result of this, theTXOP parameter will rarely be used. In the rest of this
section, we do not further consider this parameter and simply assume that stations transmit
only one packet when they access the channel.

Based on the above considerations, we have that three out of the four parameters of
EDCA are fixed (namelyAIFS, CWmax andTXOP ); the rest of this section is devoted
to finding the optimal configuration of the remaining parameter (CWmin).

3.2. Throughput Analysis

We next analyze the throughput performance of an EDCA WLAN withN voice stations as
a function of theCWmin configuration. Following the behavior of many of today’s most
popular voice applications (like e.g. Skype), which do not use silence suppression, we
model voice stations as CBR traffic sources that generate a voice packetof sizeL every
time intervalT .

The key variable upon which we base the throughput analysis isτ , defined as the prob-
ability that a station transmits in a randomly chosen slot time. Based on this variable,the
throughputr experienced by a given station is computed as follows:

r =
PgL

PsTs + PcTc + PeTe

(1)

wherePg is the probability that a randomly chosen slot time contains a successful trans-
mission of the given station,Ps, Pc andPe are the probabilities that a slot time contains a
successful transmission, a collision or is empty, respectively, andTs, Tc andTe are the slot
time durations in each case.

The above probabilities are computed as a function ofτ as follows:

Pg = τ(1 − τ)N−1 (2)

Ps = Nτ(1 − τ)N−1 (3)

Pe = (1 − τ)N (4)

Pc = 1 − Pe − Ps (5)

Givenτ ≪ 1, these probabilities can be accurately approximated by

Pg
∼= τ(1 − (N − 1)τ) (6)

Ps
∼= Nτ(1 − (N − 1)τ) (7)

Pe
∼= (1 − Nτ) (8)

Pc
∼= 1 − Nτ(1 − (N − 1)τ) − (1 − Nτ) (9)
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From the above, we have a formula to compute the throughput as a function of τ , r(τ).
Based on this, we can obtain the throughput performance as a function ofCWmin as fol-
lows. We say that a station is saturated when it always has packets ready for transmission.
Theτ value of such a station will be [4]

τsat =
2

CWmin + 1
(10)

If, for a givenCWmin configuration we have thatr(τsat) < L/T , then stations will
be saturated1, as their incoming rateL/T will be larger than the outgoing rater(τsat).
Throughput performance in this case will be the given byr(τsat). On the other hand, if the
CWmin configuration is such thatr(τsat) ≥ L/T , then stations will not be saturated and
their throughput will be equal to the incoming rate,L/T .

Based on the above throughput analysis, we now analyze theτ value at which stations
operate. In case of saturation, the value ofτ is directly given by Eq. (10). In case of non
saturation, the throughput experienced by the stations is equal to their incoming rate, and
therefore theτ of operation has to satisfy the following second order equation:

r(τ) = L/T (11)

From Figure 1, which plotsr(τ) as a function ofτ , it can be seen that the above equation
has two solutions:τ1 and τ2. We next show that theτ of operation corresponds to the
smallest of the two, i.e.τ1.

From the fact that under non saturationr(τsat) > L/T , we have that the value ofτsat

surely falls betweenτ1 andτ2. Note thatτsat corresponds to the extreme case when a station
always has packets ready for transmission and only waits one backoff process between each
transmission and the next one. Therefore,τsat represents an upper bound on the maximum
τ at which the station can possibly operate. As a consequence of this reasoning, we have
thatτ2 cannot be the point of operation, which leavesτ1 as the only possible solution.

3.3. Delay Analysis

We next analyze, as a function of theτ of operation obtained in the previous section, the
delay performance of the WLAN. Specifically, our focus is on the time elapsed between
the beginning of the backoff process and the successful transmission of a packet. Given our
assumption of Section 3.1. that EDCA parameters are set such that transmission queues do
not grow to more than one packet, this corresponds to the total delay of the WLAN.

We start by analyzing the average value of the delay. This can be computedas follows:

E[d] =
R∑

j=0

Ptx(j)E[dj ] (12)

wherePtx(j) is the probability that a packet is successfully transmitted afterj retries and
E[dj ] is the expected delay in this case.Ptx(j) is computed as

Ptx(j) = (1 − p)pj (13)

1The reader is referred to [5] for a more detailed discussion on the throughput behavior as a function of the
CWmin configuration.
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wherep is the probability that a transmission attempt collides, which is given by

p = 1 − (1 − τ)N−1 (14)

E[dj ] is computed as follows:

E[dj ] = Ts + jTc + E[dbo(j)] (15)

whereE[dbo(j)] is the total time spent in average with backoff counter decrements for the
case ofj collisions. This is calculated as

E[dbo(j)] = jE[cbo]E[Tslot] (16)

whereE[cbo] is the expected backoff time counter drawn at the beginning of a backoff
process andE[Tslot] is the average duration of a slot time when the considered station does
not transmit.

Since the backoff time counter is calculated from a uniform distribution between 0 and
CWmin − 1, E[cbo] is equal to

E[cbo] =
CWmin + 1

2
(17)

Finally, E[Tslot] is calculated as follows by noting that during those slot times the con-
sidered station does not transmit:

E[Tslot] = Pe,N−1Te + Ps,N−1Ts + Pc,N−1Tc (18)

where
Pe,N−1 = (1 − τ)N−1 (19)

Ps,N−1 = (N − 1)τ(1 − τ)N−2 (20)

Pc,N−1 = 1 − Pe,N−1 − Ps,N−1 (21)
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which terminates the analysis of the average delay.
Next, we analyze the standard deviation of the delay. The analysis follows the same

lines as the computation of the average delay in the previous section. The standard deviation
of the delay can be computed as a function of the first and second moments of the delay as
follows:

σd =
√

E[d2] − E[d]2 (22)

E[d] has already been computed above. To computeE[d2], we proceed similarly as in
Eq. (12):

E[d2] =
R∑

j=0

Ptx(j)E[d2
j ] (23)

Ptx(j) has already been obtained in Eq. (13). By definition,E[d2
j ] can be expressed as

E[d2
j ] = E[dj ]

2 + σ2
dj

(24)

whereE[dj ] has already been computed in Eq. (15).
The remaining challenge is the computation ofσ2

dj
. SinceTs andTc are constants, from

Eq. (15) it follows
σ2

dj
= σ2

dbo(j) (25)

Since in case ofj retransmission, the total backoff delay is composed ofj backoff
components, we have

σ2
dbo(j) = jσ2

dbo
(26)

whereσdbo
can be expressed as

σ2
dbo

= E[d2
bo] − E[dbo]

2 (27)

E[dbo] has already been obtained above.E[d2
bo] can be calculated as

E[d2
bo] =

CWmin−1∑

k=0

Pbo(k)E[(Tslot + Tslot + · · · + Tslot
︸ ︷︷ ︸

k times

)2] (28)

wherePbo(k) = 1/CWmin is the probability that the backoff counter drawn is equal tok
and

E[(Tslot + Tslot + · · · + Tslot
︸ ︷︷ ︸

k times

)2] = k2E[Tslot]
2 + kσ2

Tslot
(29)

Finally, by combining the above two equations,

E[d2
bo] =

E[Tslot]
2

CWmin

∑

k

k2 +
σ2

Tslot

CWmin

∑

k

k =

= E[Tslot]
2 (CWmin − 1)(2CWmin − 1)

6
+ σ2

Tslot

CWmin − 1

2
(30)

where
σ2

Tslot
= E[T 2

slot] − E[Tslot]
2 (31)
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E[T 2
slot] = Pe,N−1T

2
e + Ps,N−1T

2
s + Pc,N−1T

2
c (32)

which terminates the delay standard deviation analysis.
We validated the accuracy of our analysis by comparing analytical results against sim-

ulations. For the simulations, we used an event-driven simulator that closely follows the
802.11e EDCA behavior for each station. The experiments were performed for a WLAN
with the system parameters of the IEEE 802.11b physical layer. Following thebehavior of
standard PCM codecs, voice sources generated one 80 byte packet every 10 ms.

Figures 2 and 3 plot the average and standard deviation of the backoff delay for different
configurations of theCWmin parameter as well as different numbers of voice stations. The
three values chosen for the number of voice stations,N ∈ {10, 15, 20}, correspond to a
low, medium and heavy loaded WLAN, respectively. Simulation results are plotted with
95% confidence intervals, although these are so small that can barely be appreciated in the
graphs.

From the figures, we observe that analytical results match simulations remarkably well,
which confirms the accuracy of our analysis. We further observe that delays show the
following behavior:

• For too lowCWmin values, the WLAN is saturated and delays are very large.

• As CWmin increases, after crossing a certain threshold (which varies for differentN
values) the WLAN leaves saturation and delays decrease sharply.

• After this threshold, delays increase gradually with theCWmin. The reason for this
gradual increase is that, the larger theCWmin, the longer the completion of the back-
off process takes.

From the above, it can be intuitively seen that theCWmin values that provide the best
performance are the ones close to the saturation threshold. In the following, we address the
issue of finding this optimal configuration.
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3.4. Optimal Configuration

We next present an algorithm that, given the desired performance for voice traffic, finds the
optimal configuration that satisfies this quality criterion. Specifically, our algorithm takes
as input the desired upper bound values for the average delay and its standard deviation
(Dmax andσmax) and provides the following output:i) it determines if there exists any
CWmin configuration that meets the given requirements, andii) if it exists, it gives the
optimalCWmin configuration.

In the following, we first obtain some lower and upper bounds forCWmin and then,
based on these bounds, we propose an algorithm to calculate the optimalCWmin. We start
by analyzing theCWmin range that provides good throughput performance.

According to Section 3.2., the WLAN will not be saturated as long asCWmin is set such
that the following condition holds:r(τsat) ≥ L/T , whereτsat is a function ofCWmin as
given by Eq. (10). For anyCWmin that does not meet this condition, the outgoing rate will
be smaller than the incoming one and as a result throughput performance willbe degraded.
As it can be observed from Figure 4, this imposes a lower and an upper bound onCWmin.
Hereafter, we refer to these bounds asCW1 andCW2, respectively.

We now analyze theCWmin range to meet the given delay performance requirements.
According to the average delay analysis of Section 3.3., as long as the WLANis not sat-
urated (which is given by the above bounds) average delay is an increasing function of
CWmin. As a result, the requirement that average delay cannot exceed a given Dmax value
imposes an additional upper limit onCWmin, which we refer to withCW3. Indeed, as it
can be seen from Figure 5, for anyCWmin value larger thanCW3 the average delay will
not meet the given criterion. Following a similar reasoning as above, we have that the re-
quirement on the delay standard deviation imposes yet an additional upper limit,which we
refer to withCW4.

We next propose an algorithm to compute the optimalCWmin based on the lower bound
(CW1) and three upper bounds (CW2, CW3 andCW4) obtained above. From above, we
have that anyCWmin that falls within the bounds meets the given quality criterion. The
remaining challenge is to choose oneCWmin value within this range. Based on the follow-
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ing argument, we choose the largest possible value. As it can be observed from Figure 5,
in the given range delay performance improves asCWmin decreases. The problem, how-
ever, is that asCWmin approachesCW1, there is the risk of suffering a sharp performance
decrease. In order to avoid this, we choose theCWmin value that, while meeting the given
criterion, falls as far as possible from this critical point.

We next present our algorithm resulting from all the above considerations. Note that
the algorithm is extremely efficient as each of the steps only involves the calculation of one
equation of first or second order:

• In the first step, we computeCW1 andCW2 by solvingr(CWmin) = L/T , using
the expression forr(CWmin) obtained in Section 3.2. with theτ of operation for
saturation.

• Next, we computeCW3 by solvingE[d] = Dmax, using theE[d] expression of
Section 3.3. with theτ of operation for non saturation.
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Table 1. Algorithm validation.

Dmax σmax N CWalg Dalg σalg CWexh Dexh σexh

5 ms 5 ms
10 314 4.95 2.78 317 4.99 2.82
15 225 4.91 2.87 229 4.99 2.92
20 118 4.72 3.02 125 4.99 3.25

5 ms 2.5 ms
10 274 4.35 2.43 281 4.45 2.49
15 186 4.07 2.36 196 4.28 2.49
20 89 3.65 2.48 91 4.31 2.49

2.5 ms 2.5 ms
10 145 2.45 1.32 148 2.49 1.35
15 104 2.32 1.29 111 2.47 1.39
19 66 2.29 1.42 72 2.49 1.54

• We then obtainCW4 by solvingσd = σmax, using in this case the expression forσd

of Section 3.3..

• As a final step, the algorithm compares the lower bound (CW1) with the minimum of
all upper bounds (CW2, CW3 andCW4): if CW1 > min(CW2, CW3, CW4), there
exists noCWmin value that satisfies the desired quality criterion and the algorithm
indicates that it is not possible to admit the given number of voice calls.

• Otherwise, the algorithm terminates by giving the following optimal configuration:
CWmin = min(CW2, CW3, CW4).

We validated our algorithm by comparing the performance of our configuration given
by the algorithm (CWalgorithm) against the result of performing an exhaustive search over
the CWmin space (CWexhaustive). Specifically, for the exhaustive search we evaluated
by means of simulation the delay performance of all possibleCWmin values and took the
largestCWmin that met the given quality criterion. We performed this experiment for three
different quality criteria ranging from a more stringent criterion (Dmax = σmax = 2.5ms)
to a more relaxed one (Dmax = σmax = 5ms).

Simulation results are presented in Table 1. It can be seen that the proposed config-
uration is always very close to the one obtained from the exhaustive search. In all three
experiments, our algorithm admits as many voice calls as the exhaustive search (20 for the
first two experiments and 19 for the third one). In addition, the desired quality criteria are
always met by our configuration.

We conclude that our algorithm is effective in admitting as many voice calls as possible
while guaranteeing the desired performance. The proposed algorithm finds therefore the
best possible configuration in a friendly environment in which the applicationbehavior is
known and can be trusted and the application requirements are also known.In the following
two sections we address other scenarios in which these data are not known (Section 4.) or
cannot be trusted (Section 5.).
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4. Configuration for Fair Resource Allocation

In this section we address the issue of finding the optimal configuration of EDCA when the
information available about the stations connected to the WLAN is very reduced. Specif-
ically, we assume that (in contrast to the previous section) we have neither information
about the applications running in each station nor about their QoS requirement. The only
information that we assume is theweightassigned to each station, which is statically set
and represents the priority of the station as explained in the throughput allocation criterion
below. Specifically, as stations are grouped by AC’s, we take theweightassigned to each
of the AC’s in the WLAN as the input to find the appropriate configuration. Ifnot even
this information onweightswas available, the configuration proposed here can also be used
by simply assigning the same weight to all AC’s. The results presented here have been
published in [4].

4.1. Throughput Allocation Criterion

While there are many different criteria proposed in the literature for throughput alloca-
tion, weighted max-min fairness[7–9] is a widely accepted one2. The weighted max-min
fair allocation is the one that maximizes the minimumri/wi in the system,ri being the
throughput allocated to entityi andwi the entity’s weight.

In this section we set our objective to find the configuration that provides weighted
max-min fairness in the WLAN, the WLAN stations being ourentities, and the saturation
throughput of a WLAN station itsallocated throughput. Note that the saturation throughput
in a WLAN [10] corresponds to the notion ofallocated throughputin weighted max-min
fairness: the former assumes that all stations always have packets to transmit, while the
latter assumes that all entities are using all the throughput to which they are entitled.

In the rest of the section we present an analysis that finds the configuration of each AC
that maximizesmin(ri/wi). We refer to the parameters of ACi with AIFSi, CWmin

i and
CWmax

i andTXOP limiti, respectively.
According to Theorem 2 of [4], it can be seen that theAIFSi parameter should be set

to the minimum possible value for all AC’s in order to optimize throughput performance.
In the following, we take this configuration for theAIFSi parameter and search for the
optimal values of the remaining parameters.

4.2. CW
min
i and CW

max
i Configuration

Following [4], it can be seen that the search for the optimal parameter configuration can be
restricted to the solutions that satisfy

ri

rj

=
wi

wj

∀i, j (33)

since, according to Theorem 3 of [4], for any configuration that doesnot satisfy the above
condition, there exists a configuration that satisfies the condition and provides equal or

2Weighted max-min fairness is e.g. the criterion provided by Weighted Fair Queueing, which is the most
widely implemented mechanism for throughput allocation in wired links. Manyworks in the literature have
aimed at providing weighted max-min fairness in WLAN (see e.g. [11–14]).
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better throughput performance. This reduces our problem to finding theconfiguration that
maximizes themin(ri/wi) under the constraint of Eq. (33).

The throughput of a station of ACi can be computed as

ri =
Pili

PsTs + PcTc + PeTe

(34)

wherePi is the probability that a slot time contains a successful transmission of a given
station of ACi, li is the average length of the packets of that station3, Ps, Pc andPe are
the probabilities that a slot time contains a successful transmission, a collision or is empty,
respectively, andTs, Tc andTe are the average slot time durations in each case.

The probabilityPi is computed as

Pi = τi(1 − τi)
ni−1

∏

j∈S\i

(1 − τj)
nj (35)

whereτi is the probability that a station of ACi transmits in a slot time,ni is the number
of stations that belong to ACi andS is the set of AC’s in the WLAN.

The other probabilities are computed as follows:

Ps =
∑

i∈S

niPi (36)

Pe =
∏

j∈S

(1 − τi)
ni (37)

Pc = 1 − Pe − Ps (38)

From the above expression forri, it can be seen that the condition of Eq. (33) can be
rewritten as

τi(1 − τj)

τj(1 − τi)
=

wi

wj

(39)

Under the assumption ofτi ≪ 1 ∀i — which is reasonable in optimal operation, as large
τi values would lead to a high collision probability — Eq. (39) is approximately equivalent
to

τi

τj

≈
wi

wj

(40)

Next, we use Eqs. (33) and (40) to find the optimalτi’s. From Eq. (33) we have

rj =
wj

∑

i∈S niwi

r (41)

wherer is the total throughput in the WLAN.
With the above, the problem of finding the optimal configuration can be reformulated as

to find theτi values that maximizer subject to the condition of Eq. (33), as any other set that
complies with this condition will lead to smallerri ∀i, and therefore smallermin(ri/wi).

3For simplicity hereafter we assume thatli takes the same value for all stations and refer to it withl.
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The total throughputr can be expressed as

r =
p(s) l

p(s)Ts + p(c)Tc + p(e)σ
=

l

Ts − Tc + p(e)(σ−Tc)+Tc

p(s)

(42)

As l, Ts, andTc are constant, maximizing the following expression will result in the
maximization ofr,

r̂ =
p(s)

p(e)(σ − Tc) + Tc

(43)

From Eq. (40) we havêr can be approximated by

r̂ ≈
a(τ1/w1) − b(τ1/w1)

2

c(τ1/w1) + σ
(44)

where AC 1 is taken as reference, with

a =
∑

i∈S

niwi (45)

b =
∑

i∈S

∑

j∈S\{1,...,i}

ninjwiwj (46)

c =
∑

i∈S

niwi(Tc − σ) (47)

The optimal value ofτ1, τ opt
1 , that maximizeŝr can then be obtained by

d r̂
d τ1

∣
∣
∣
τ1=τ

opt
1

= 0 =⇒ bc

(
τ

opt
1
w1

)2

+ 2bσ

(
τ

opt
1
w1

)

− aσ = 0 (48)

which yields

τ opt
1 = w1

√

(bσ)2 + abcσ − bσ

bc
(49)

Finally, applying Eq. (39) toτ opt
1 , we obtain our approximation to the optimalτi values,

τ opt
i =

wiτ
opt
1

w1(1 − τ opt
1 ) + wiτ

opt
1

(50)

The remaining challenge is to find theCWmin
i andCWmax

i configuration that leads to
the optimalτi values obtained above. From [15], the probabilityτi in saturation conditions
can be expressed as follows:

τi =
2(1−2p))(1−pR+1

)
)

CW min
i

(1−(2pi)
mi+1)(1−pi)+(1−2pi)(1−pR+1

)
)+CW min

i
2mip

mi+1

)
(1−2pi)(1−p

R−mi
i

)

(51)
wherepi is the probability that a transmission attempt of a station of ACi collides andmi

is defined such thatCWmax
i = 2miCWmin

i .
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From the above, we have thatτi can be adjusted as a function of two parameters,
CWmin

i and mi. As a consequence, we have one level of freedom to adjust these pa-
rameters in order to obtain the desiredτi. If we fix mi, then theCWmin

i value that leads to
τ opt
i can be computed from Eq. (51) as follows,

CWmin
i =

(1−2pi)(1−pR+1
i

)

(1−(2pi)
mi+1)(1−pi)+2mip

mi+1
i

(1−2pi)(1−p
R−mi
)

)

(

2
τ

opt
i

− 1

)

(52)

wherepi is computed from theτ opt
i values according to

pi = (1 − τ opt
i )ni−1

∏

j∈S\i

(1 − τ opt
j )nj (53)

Note, however, that Eq. (52) does not necessarily yield an integerCWmin
i value; to

meet the requirement that contention windows must take integer values, we roundCWmin
i

to the closest integer, i.e.4

CWmin
i = round int

(

CWmin
i (Eq. (52))

)

(54)

In the following, unless otherwise specified, we set (following similar arguments to the
ones given in Section 3.)mi = 0, from whichCWmin

i = CWmax
i = CWi. With this

setting, Eq. (52) is simplified to

CWi =
2

τ opt
i

− 1 (55)

4.3. TXOP limiti Configuration

The remaining open issue is to find the optimalTXOP limiti configuration. Throughput
performance increases with largerTXOP limiti values, since larger transmission times
means lower overhead for each transmitted bit. However,TXOP limiti can not be set
based only on throughput performance considerations, as throughputperformance would
be optimized with infinite payload size transmissions, but this would lead to infinite delays,
which is clearly undesirable.

Based on the above, we propose to set theTXOP limiti of all the AC’s to the maxi-
mum acceptable value according to delay and/or other considerations, whileconfiguring the
other three parameters (CWmin

i , CWmax
i andAIFSi) following the algorithm given here.

For example, given a maximum allowed delay, if the other EDCA parameters areconfig-
ured according to the formulae given here, then the value of theTXOP limiti parameter
can be computed from our delay model of EDCA in [16].

Hereafter we assume that the configuration of theTXOP limiti parameter is set to
a fixed value (corresponding to a certain payload size) and do not further consider this
parameter.

4Note that, forτopt

i ≪ 1, the error resulting from the rounding operation is very small.
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Figure 6. One AC.

4.4. Optimal Configuration Validation

The optimal configuration proposed here is based on a number of approximations. To assess
the validity of the configuration proposed, we next compare it with the resultof performing
an exhaustive search over the entire configuration space. Specifically, we evaluate (ana-
lytically or via simulation) the throughputs resulting from all possible configurations (or a
range wide enough) and choose the one that leads to the maximummin(ri/wi), against
which we compare our configuration.

In the following, we refer to the three methods mentioned above as “our approxima-
tion” to the optimal configuration, “analytical exhaustive search” and “simulation exhaus-
tive search”. Note that the analytical and simulation exhaustive search methods are unfea-
sible for practical use, as they require a large amount of time and computational resources
to find the optimal configuration; our intent here is to use them as a benchmarkto assess
the accuracy of our approximation.

We first study the simplest possible scenario in which there is only one AC present in the
WLAN with weight w1 = 1. In this case, our objective of maximizing the minimumri/wi

is equivalent to finding theCW1 value that, configuring the AC with this value, maximizes
the individual throughputs.

Fig. 6 shows the optimal configuration resulting from our approximation, analytical ex-
haustive search and simulation exhaustive search, for different numbers of stations. The
resulting throughputs are given for each case; the throughputs obtained analytically are rep-
resented with lines, and the throughputs obtained via simulation with points and confidence
intervals. For the simulation exhaustive search, the simulation throughputs have been ob-
tained by rerunning the simulations for the selected configuration with different seed values.

We observe that the optimalCW1 values given by our approximation are very close
to the ones obtained with the exhaustive search methods, and the resulting throughputs
are practically identical. As throughput is the only relevant metric for our objective of
maximizingmin(ri/wi), we conclude that these results validate our approach.

To assess performance in case of multiple AC’s, we study a scenario with 4 AC’s,
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i ∈ {1, . . . , 4}, each ACi with ni stations (ni = 2 and10) and a weightwi = w1+(i−1)j,
with w1 = 1 andj ∈ [1, 10]. Fig. 7 shows themin(ri/wi) values, obtained analytically,
corresponding to the analytical exhaustive search method and our approximation to the
optimal configuration. Results validate our approach also for this case, asthe throughput
performance given by our approximation is very close to the performanceof the analytical
exhaustive search method.

5. Configuration in an Unfriendly Environment

In this section we address the issue of configuring EDCA WLANs in order toprovide
users with service guarantees in anunfriendly scenario. By unfriendly, we mean that ap-
plications cannot be assumed to be well-behaved, and they may behave differently than the
traffic specifications declared by them in order to gain extra resources.This contrasts with
the friendly scenario assumed in the Section 3., in which applications were supposed to
conform to the declared traffic specifications.

The only means of controlling the load offered by a station in the above scenario is by
configuring appropriately its EDCA parameters. Note that indeed in EDCA there is no other
way of controlling the traffic sent by an application. Therefore, we are imposing here an
extra requirement to the EDCA configuration as compared to Section 3., and consequently
the resulting optimal configuration will differ from the optimal one of Section 3..For
instance, a low rate application with stringent delay requirements was assigned very small
AIFS andCW parameters in Section 3., since this configuration provides the station with
small delays. However, this cannot be done in an unfriendly scenario, since a station with
very smallAIFS andCW parameters could possible consume the entire capacity of the
WLAN if it sent more traffic than declared, and would thereby starve the other stations.

The focus of this section is on the computation of the optimal configuration in an un-
friendly scenario such as the one described above. Our goal in the computation of the
EDCA configuration is to provide a target station with its service guarantees independent
of the behavior of the other stations.
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5.1. EDCA Configuration

The problem that we address in this section is formulated as follows. Given aset of stations
S, each stationi ∈ S with certain service requirements, our objective is to find the configu-
ration of the parameters of all stations (AIFSi, TXOP limiti, CWmax

i andCWmin
i ) that

guarantees to each station its service requirementsindependent of the behavior of the other
stations.

The objective of the configuration proposed is the following. For an application that
generates packets according to some given traffic specifications, we want to guarantee that
the station’s delay requirements will be met. Note that we cannot control that the applica-
tion conforms to the given traffic specifications; however, the station’s delay requirements
only need to be metas long as the application’s sending behavior conforms to these speci-
fications.

Let us define the saturation throughput of a stationi (rsat
i ) as the throughput that this

station would obtain if all stations (including stationi), with their respective EDCA config-
urations, saturated their channel, i.e., always had a packet ready for transmission. The key
assumption upon which the optimal configuration obtained in this section is basedis the fol-
lowing: we assume that, given a certain arrival process and delay requirements of a station,
there exists arsat

i value such that, if the station is provided with a saturation throughput
equal torsat

i , this ensures that the station will receive its desired guaranteesindependent of
the behavior of the other stations.

With the above assumption, a station with certain service requirements does notneed
to inform the entity responsible for computing the optimal configuration (hereafter thecon-
figuration server) of its arrival process and delay requirements, but cansimply compute the
rsat
i value that guarantees its service requirements and request the corresponding satura-

tion throughput to the configuration server.
The above simplifies greatly both the communication between the stations and the con-

figuration server and the computations to be performed by the configuration server. Specif-
ically, only operations dealing with the saturation throughput need to be performed. One
additional piece of information that stations need to provide to the configuration server is
their transmission length, since this information is necessary in the computation ofsatura-
tion throughputs.

With the above, the problem of finding the optimal configuration is reduced to find-
ing the configuration that satisfies a set of saturation throughput requirements. Specifi-
cally, given a set of stations and their requirements in terms of saturation throughput (rsat

i )
and transmission length (li), we need to find (if it exists) the configuration of all stations
(AIFSi, TXOP limiti, CWmax

i andCWmin
i ) that satisfies these requirements.

The problem of finding the EDCA configuration that satisfies a set of saturation through-
put requirements is precisely the one that has been addressed in Section 4.. Therefore, we
can reuse here the analysis of that section in order to compute the optimal configuration of
the EDCA parameters. Note that, although the saturation throughput analysisis shared by
the two scenarios, the way of determining the saturation throughput is fundamentally differ-
ent for the two cases: in Section 4. the saturation throughputs were computed as a function
of some pre-assignedweightsfor throughput allocation, while here they are computed as a
function of theservice guaranteesdesired for a given station.
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The optimal configuration proposed here is therefore based on the following two
premises:

• Our key assumption is that it is enough for a station to request a certain saturation
throughput (given the length of its transmissions) in order to guarantee that the re-
quirements of the applications will be met.

• Stations need to be able to map the service guarantee requirements of their applica-
tions into requesting the appropriateli andrsat

i parameters.

Next, we first proof our key assumption, and then we propose some configuration guide-
lines for the stations to compute (given the applications requirements) theli andrsat

i pa-
rameters to request.

5.2. Key Assumption

We now proceed to demonstrate our key assumption, which states that, giventhe require-
ments of a station, there exists a saturation throughput value that guarantees these require-
ments independent of the behavior of the other stations. Specifically, if we can find a satu-
ration throughput value that provides the station with the desired guarantees when all other
stations are saturatedindependent of the number of the stations in the WLAN and their
requirements, then we will have proved our assumption.

Let us analyze the distribution of the service time of a station (i.e., the time elapsed
between a packet reaching the first position in the transmission queue and itstransmission),

P (ds > Ds) =
R−1∑

j=0

(1 − pi)p
j
iP (ds,j > Ds) (56)

wherepi is the probability that a transmission attempt of stationi collides,j is the number
of attempts before the station transmits successfully andds,j is the service time given that
the station has performedj attempts before transmitting successfully.

Based on the results of [17], we can obtain an accurate estimation of the service delay
distribution by considering that the duration of all slot times is fixed and equalto the average
slot time durationTslot. By using this approximation,

P (ds,j > Ds) = P
(

TslotUj(CWmin
i ) > Ds

)

(57)

whereUj(x) =
∑j

k=1 unif(0, x), unif(0, x) being a random variable uniformly dis-
tributed between 0 andx.

From the above,

P (ds,j > Ds) = P
(

TslotCWmin
i Uj(1) > Ds

)

(58)

From the fact that the average backoff delay of the station if it was saturated would be
to li/rsat

i , rsat
i being its saturation throughput, we have that

R−1∑

j=0

(1 − pi)p
j
i j

CWmin
i

2
Tslot =

li
rsat
i

(59)
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from whichCWmin
i Tslot can be expressed as a function ofli, rsat

i andpi,

CWmin
i Tslot = f(li, r

sat
i , pi) (60)

Combining the above equations it follows that

P (ds > Ds) = f(li, r
sat
i , pi) (61)

The probabilitypi is computed as follows

pi = 1 −
∏

j∈S\i

(1 − τj) (62)

which, under the assumptionτj ≪ 1, can be approximated by

pi ≈ 1 −



1 −
∑

j∈S\i

τj



 =
∑

j∈S\i

τj (63)

From Eq. (50),

τj ≈ wj





√
(

σ

c

)2

+
aσ

bc
−

σ

c



 (64)

GivenTc ≫ σ, we have that the termσ/c is negligible compared toaσ/bc and therefore

τj ≈ wj

√
aσ

bc
(65)

Substitutinga, b andc and using the approximationb ≈ (
∑

i wi)
2/2,

τj ≈
wj

∑

i wi

√

2σ

Tc

(66)

Finally, substituting the above into Eq. (63) yields

pi ≈

√

2σ

Tc

(67)

which shows that (under our optimal configuration) the collision probability isindependent
of the number of stations and their requirementsand depends only on the average duration
of the collisions.

Applying the above results to Eq. (61) leads to

P (ds > Ds) = f(li, r
sat
i , Tc) (68)

From the above, by taking a lower bound onTc (like e.g. 100 bytes packet length)
we obtain an upper bound for the distribution of the servicewhich depends only on the
station’s packet length and its provisioned saturation throughput, and is independent of the
other stations.
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We have therefore our assumption proofed. Indeed, the end-to-end delay distribution
is a function of the station’s arrival process and the service time distribution. Since the
service time distribution depends only on the station’s packet length and the saturation
throughput provisioned, we have that the end-to-end delay distribution depends only on
the station’s arrival process, the packet length and the saturation throughput. Therefore, a
station, given its arrival process and packet length, simply by requesting the appropriate
saturation throughput can be sure that its service requirements will be metindependent of
the other stations in the WLAN and their requirements.

It is a major finding that in an optimally configured WLAN (following the optimal con-
figuration given the previous section) its delay behavior can be guaranteed based only on
its saturation throughput (i.e., the throughput it would obtain if it always hada packet ready
for transmission) independently of the other stations in the WLAN. Following thisfinding,
in our configuration each station calculates the saturation throughput it needs according to
its service requirements and issues the corresponding request to some configuration server,
and this configuration server only needs to compute the configuration that satisfies the re-
ceived saturation throughput requests. Note that this greatly simplifies the computation of
the optimal configuration at the configuration server.

5.3. Stations’ Configuration Guidelines

We next provide some guidelines to stations on which values to request. According to the
above, by requesting appropriate values for saturation throughput and transmission length,
applications requests can be satisfied independent of the other stations in theWLAN. It is
important to note that the guidelines provided here are only recommendations and stations
do not need to follow them.

Let l∗i be the station’s packet length andrsat
i its requested saturation throughput, and

let T sat
i = l∗i /rsat

i be the packet interarrival time under saturation conditions. If the trans-
mission is long enough to fit several packets (sayx packets), this means that the station
can only be allowed to transmit once everyxT sat

i interval, in order to limit the station’s
throughput torsat

i . Every time it accesses the channel, the station then transmits bursts of
x packets.

Note that with the above setting the station transmits its data in bundles of sizexl∗i ,
which is equivalent to using a larger packetization size, namelyxl∗i . Packetization sizes
are chosen following the applications’ delay requirements: if packets of length l∗i are used,
this means that the application cannot afford waiting until more data is generated before
transmitting it.

Based on the above, we conclude that setting the transmission length such that a station
can transmit more than one packet upon accessing the channel yields unacceptably long
delays, and therefore we recommend to set the transmission length data size of station i
equal to the packet length of the station (li = l∗i ). Hereafter we useli andl∗i indistinctly.

The above configuration basically “disables” theTXOP limit mechanism since it only
allows that each station transmits a single packet upon accessing the channel. Note that this
setting is necessary given our starting assumption of an unfriendly scenario; if we assigned a
TXOP limit too long to a station, this could be used by the station to persistently transmit
for long durations and thus starve other stations. Instead, if the applications behavior could
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be trusted, we could assign a longTXOP limit to a given station in order to absorb
eventual data bursts generated by the station without risking starving the other stations.
Indeed, if the application’s behavior is well-behaved, we can be sure that the station will
not use this longTXOP limit to persistently transmit for long durations.

We note that, although following the above reasoning we advocate setting the
TXOP limit equal to the duration of a packet, it is up to the station to request a longer
TXOP limit value. Specifically, since the transmission lengthli is reported by the station,
the station can obtain a longerTXOP limit simply by reporting a largerli. This, however,
will harm the station’s delay, and therefore it is not the configuration recommended in this
paper.

We now study the other parameter, the saturation throughput, that a station needs to
request in order to ensure that its service requirements will be met. Note that,although in
an unfriendly scenario a target station is not forced to conform to its declared specifications,
the service guarantees provided only need to be metas long as the station conforms to these
specifications. The worst-case for the target station corresponds to the case when allother
stations saturate their channel (i.e., always have a packet ready for transmission). Therefore,
the scenario we are interested in to achieve our goal of providing serviceguarantees to a
target station is the one in which the target station conforms to its traffic specifications while
all other stations saturate their channel. If under these conditions the requirements of the
target station are met, this means that our configuration is effective in providing the station
with the desired service guarantees.

The service guarantees of an application are expressed based on theend-to-end delay,
defined as the time elapsed between the generation of a packet and its transmission in the
WLAN; note that this includes thequeuing timeat the station’s transmission queue. We
consider that the delay of a lost packet is infinite; applications requirementson packet
losses are thus captured by this metric.

The remaining challenge is to find the saturation throughput that a station needs to
request in order to see its service requirements met. Note that the scheme proposed below
for this purpose does not aim to serve for all possible situations and it is upto a station to
issue its saturation throughput requests based on any other criterion. However, we believe
that the scheme proposed hereafter does cover the most common applications.

In our scheme, we express the service requirements of an application based on two
parameters:P andD. Specifically, we consider that the requirements of an application
are met as long as its packets suffer anend-to-end delaysmaller thanD with probabilityP ,
whereP andD are values dependent on the application’s nature. We measureD in Ti units,
whereTi corresponds therefore to the average interarrival time between two consecutive
packets (defined asli/ri, whereri is the station’s average sending rate).

The rationale for measuringD in Ti units is the following. Interarrival times of an
application are typically chosen based on the application’s delay requirements. If delay
requirements are stringent, the application cannot wait until more data is generated before
sending a packet, and therefore sends its packet using a shorter interarrival time. Following
this, it is reasonable to take the station’s interarrival time as the benchmark against which to
measure the end-to-end delay requirements, and aim at the end-to-end delay being a fraction
of the interarrival time. For applications that go through inactive periods,such as ON/OFF
sources, we consider the interarrival time of theactive periods.
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Let us define∆ such thatrsat
i = (1 + ∆)ri. Then, Eq. (59) can be rewritten as

R−1∑

j=0

(1 − pi)p
j
i j

CWmin
i

2
Tslot =

li
(1 + ∆)ri

=
Ti

1 + ∆
(69)

from which
CWmin

i Tslot = Tif(pi, ∆) (70)

Substituting this into Eq. (58)

P (ds,j > Ds) = P (Tif(Tc, ∆) > Ds) (71)

which yields
P (ds,j > Ds/Ti) = f(Tc, ∆) (72)

Therefore, we have that the service time distribution measured inTi unitsdepends only
onTc and∆, and does not depend on application specific parameters, such as the average
arrival rate, ri, or the packet length,li. Consequently, the end-to-end delay distribution
in Ti units depends only onTc and∆, in addition to the application’s arrival process nor-
malized intoTi units. Note that, with this normalization, we lose dependency of the arrival
process on the application specific parameters (ri andli), and the only dependency is on the
arrival process nature (CBR, ON/OFF, Poisson).

The above result is very important. Indeed, following this result, we can obtain the
required∆ values for a limited number of cases, and then these results can be used to de-
termine the∆ of any application by mapping this application into one of the cases studied.
Specifically, we can analyze the∆ values for a variety of common sources (CBR, ON/OFF,
Poisson) and applications delay requirements (audio, video, data), and then, the∆ required
by an application can be found simply by taking from this set of∆ values the one that corre-
sponds to the same source nature and delay requirements as the application,independently
of application’s specific parameters such as the packet length or the average sending rate.

We now proceed to validate the above results via simulation, as well as to find the
∆ values required for the most typical applications. For this purpose, we consider the
following scenarios:

1. Homogeneous scenario with 5 stations. In this scenario, all the stations have re-
quested the same saturation throughput and use packet lengths of 100 bytes.

2. Homogeneous scenario with 10 stations. The same as above but with 10 stations.

3. Homogeneous scenario with 10 stations and 500 byte packet lengths. The same as
above but with all stations sending packets of 500 byte length, instead of 100 bytes.

4. Homogeneous scenario with 10 stations and 1000 byte packet lengths. The same as
above but with 1000 byte length packets.

5. Homogeneous scenario with 10 stations. The same as scenario 1) but with 20 stations.

6. Heterogeneous scenario with 10 stations andwi = {2, 1}. In this scenario stations
are divided in two groups of 5 stations each, with stations of the first grouprequesting
twice as much saturation throughput as stations of the second group.
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7. Heterogeneous scenario with 10 stations andwi = {4, 1}. Same as above but with
stations of the first group request four times as much saturation throughput as stations
of the second group.

8. Heterogeneous scenario with 20 stations andwi = {10, 5, 2, 1}. In this scenario
stations are divided in four groups of 5 stations each, with stations of the first group
requesting 10 times as much saturation throughput as stations of the fourth group,
stations of the second group requesting 5 times and stations of the third grouptwice.

Following the rationale exposed at the beginning of this section, we considerthe case in
which all stations saturate their channel but one, which sends at a rateri = rsat

i /(1 + ∆).
Our goal is to find the∆ value required for different applications and arrival processes. We
consider the following common arrival processes: CBR, ON/OFF and Poisson. Results for
these three cases are given, respectively, in Figures 8, 9 and 10. Inthe three graphs, 95%
percentile values of the end-to-end delay are given (inTi units).

 0

 5

 10

 15

 20

 25

 30

 0.05  0.1  0.15  0.2  0.25  0.3  0.35  0.4

5 sta homo
10 sta homo

10 sta homo (500)
10 sta homo (1000)

20 sta homo
10 sta hete (W = 2,1)
10 sta hete (W = 4,1)

20 sta hete (W = 10,5,2,1)

Figure 8. CBR traffic.

Simulation results confirm our key assumption that the delay distribution is independent
of the number of stations and their saturation throughput, and depends onlyon the average
collision length. Indeed, the 95 percentile delay in all three graphs is almost the same for
all the scenarios but the ones with different packet length, except forsome deviations for
small∆ values. As predicted by the analysis, we observe that the smaller the packet length,
the worse the delay performance. As mentioned before, we take the 100 byte packet length
as worst case.

Based on the above results, we can derive the∆ values required for different applica-
tions based on the nature of their arrival process (CBR, Poisson, ON/OFF) and their delay
requirements (audio, video, data). Specifically, we consider that audio applications require
95% of their packets to arrive with a delay 5 times the interarrival time, video applications
require 95% of their packets to arrive with a delay 15 times the interarrival time, and data
applications have no delay requirements. Note that, with these values, a voiceapplication
with an interarrival time of 10 ms suffers delays below 50 ms with 95% probability, and
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Figure 9. Poisson traffic.
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Figure 10. ON/OFF traffic.

a video application with an interarrival time of 20 ms suffers (with the same probability)
delays below 300 ms.

The∆ values resulting from the above considerations are given in Table 2. These are the
recommended∆ values for the various applications depending on traffic nature and arrival
process. We note that, based on our finding that the delay distribution is independent of the
scenario, it is very easy to extend the recommended∆’s to additional delay requirements
and/or arrival processes, since no exhaustive study is required but it is enough to simulate
one single scenario.

With the above, we have that a station with certain services requirements and agiven
arrival process can obtain its∆ from Table 2, and from this it can compute the required
saturation throughput by considering its average sending rate and applyingrsat

i = (1+∆)ri.
Then, the optimal configuration can be obtained from all the saturation throughput requests;
following the above arguments, this is the optimal configuration that ensures the desired
service guarantees regardless of the behavior of the other stations.
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Table 2. Recommended∆ values.

CBR Poisson ON/OFF
audio 0.2 0.4 0.2
video 0.1 0.25 0.1
data 0 0 0

6. Conclusion

The EDCA mechanism of the IEEE 802.11e standard is based on a number ofparameters
whose configuration has been left open in the standard. Finding the optimalconfigura-
tion of these parameters is crucial in order to make an efficient and satisfactory use of the
mechanism. This article has addressed this issue with a number of contributions.

The first contribution of this article has been to identify a number of scenarios that
require different configuration guidelines. Indeed, we have shown that, depending on the
information available about the applications, as well as the friendly or unfriendly behavior
of the users, the requirements and objectives for the EDCA parameters is different and as a
result the appropriate configuration is also different in each case.

The second and main contribution of the article has been to propose concrete configu-
ration guidelines for each of the scenarios identified. The various scenarios and the conclu-
sions of the corresponding configuration guidelines proposed in this article are summarized
next:

• Service Guarantees in a friendly environment.In this scenario stations are well-
behaved and can be assumed to conform to the declared traffic specifications. Based
on the traffic specifications and QoS requirements, in this article we have addressed
the issue of finding the appropriate EDCA configuration. Specifically, we have fo-
cused on one use case, Voice over IP, and we have presented a methodto compute the
optimal configuration such that the given QoS requirements are met while admitting
as many stations as possible.

• Fair Resource Allocation.In this case the objective is not to provide service guaran-
tees but to fairly distribute the network resources among the various WLAN users.
This configuration is adequate if the QoS requirements of the applications arenot
known but we still want to make sure that one aggressive station cannot utilize all the
WLAN resources while the other stations starve. In addition, different priorities for
the WLAN stations can be introduced.

• Service Guarantees in an unfriendly environment.While the goal of this case co-
incides with the first scenario, the assumptions on the users behavior is different.
In particular, here we do not assume that users are well-behaved, andtherefore the
configuration must protect a given user from other malicious ones. As a result, the
configuration will be different from the one of the first scenario. In thearticle, we
have given configuration guidelines that can be used to satisfy the requirements of
the majority of today’s applications under this scenario.
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