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Abstract The MAC layer of the 802.11 standard, based onl Introduction

the CSMA/CA mechanism, specifies a set of parameters to

control the aggressiveness of stations when trying to acceThe CSMA/CA mechanism used in IEEE 802.11 WLANs
the channel. However, these parameters are staticallgset iis based upon a set of parameters that controls the way sta-
dependently of the conditions of the WLAN (e.g. the num-tions access the channel. In particular, the Contention Win
ber of contending stations), leading to poor performance fodow (CW) parameter controls the probability that a station

most scenarios. To overcome this limitation previous WOt'Kjefers or transmits a frame once the medium has become
proposes to adapt the value of one of those parameters,yangé.

the CW, based on an estimation of the conditions of the The CW configuration used by the 802.11 standard [1]
WLAN. However, these approaches suffer from two majolig gatically set, independently of the number of contend-
drawbacks) they require extending the capabilities of stan-j, o tations. This static configuration leads to poor perfor

dard devices o) are based on heuristics. mance in most scenarios. In particular, when there are many
In this paper we propose a control theoretic approachtations in the WLAN it would be desirable to have larger
to adapt the CW to the conditions of the WLAN, based oncws in order to avoid too frequent collisions, while with
an analytical model of its operation, that is fully comptian few stations smaller CWs would help to reduce the channel
with the 802.11e standard. We use a Proportional Integratgdle time. Following this, it has been shown that for given
controller in order to drive the WLAN to its optimal point g number of actively contending stations there exists an op-

of operation and perform a theoretic analysis to determin@mal CW configuration that maximizes throughput perfor-
its configuration. We show by means of an exhaustive pefmance [2, 3].

formance evaluation that our algorithm maximizes the total
throughput of the WLAN and substantially outperforms pre-
vious standard-compliant proposals.

Following the above observations, many authors have
proposed to dynamically adapt the CW by estimating the
number of active stations in the WLAN. These works can be

) classified in two different groups:
Keywords Wireless LAN- 802.11- 802.11e EDCA -

control theory- throughput performancethroughput

optimization 1. Distributed approaches [4-13], that require every node
on the WLAN to implement a mechanism for adjusting
the backoff behavior. The main disadvantage of these ap-
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In this paper we propose a novel adaptive algorithm ta”'WW value is called the contention window, and depends on
dynamically adjust the CW configuration of 802.11-basedhe number of failed transmissions of a frame. At the first
Wireless LANs. We share the same goal with previous aptransmission attemp;V is set equal to the minimum con-
proaches, i.e., to maximize the overall throughput perfortention window paramete(\W., ;).
mance of the wireless network. Compared to the existing As long as the channel is sensed idle, the backoff time
schemes our proposal benefits from the following key im-counteris decremented once every empty slot fim&Vhen
provements: a transmission is detected on the channel the backoff time

) ) ) counter is “frozen”, and reactivated again after the chhnne

— Itis fully compatible with the 802.11e standard and doegg gensed idle for a certain period. This period is equal to

not require any modification to existing hardware, since 4 ; p-g it the transmission is received with a correct FCS,
the dynamic adjustment is based only on observing SUGINAETFS — DIFS + AIFS otherwise, wherd I F'S (the

cessfully received frames at the Access PoInt (AP).  gy4anded interframe space) abd FS (the distributed in-
— It is based on a well established scheme from d'scretetérframe space) are physical layer constants

time control theory, namely the Proportional Integrator
(PI). We optimally tune the parameters of the PI con-
troller by conducting a control theoretic analysis of the
system.

As soon as the backoff time counter reaches zero, the
CAF transmits its frame. A collision occurs when two or
more CAFs start transmitting simultaneously. An acknowl-
edgement (Ack) frame is used to notify the transmitting sta-

The rest of the paper is structured as follows. In Sectiorﬁio_” that t_he frame has been successfully received. The Ack
2 we briefly describe the EDCA mechanism of the |[EEEIS immediately sent upon the reception of the frame, after a

802.11e standard. In Section 3 we analyze the throughp@€rod of time equalto the physical layer constant SIFS (the
performance of EDCA and find the collision probability for Shortinterframe space).

which this is optimized. In Section 4 we present the pro- If the Ack is not received within a time interval given by
posed algorithm, which aims at driving the system to the opth@ Ack_T'imeout physical layer constant, the CAF assumes
timal collision probability obtained in the previous secti that the frame was not received successfully. The transmis-
by using a PI controller. The parameters of the controlleSion is then rescheduled by reentering the backoff process,
are set following a control theoretical analysis of our sysWhich starts at anl/F'S time following the timeout expiry.
tem. The performance of the proposed scheme is validatedfter each unsuccessful transmissi@rill’ is doubled, up

by means of simulation experiments in Section 5. Finally0 @ maximum value given by th€'W,... parameter. If
Section 6 concludes the paper. the number of failed attempts reaches a predetermined retry

limit R, the frame is discarded.
After a (successful or unsuccessful) frame transmission,
2 |IEEE 802.11e EDCA before sending the next frame, the CAF must execute a new
backoff process. As an exception to this rule, the protocol
This section briefly summarizes the EDCA mechanism. Thigllows the continuation of an EDCA transmission oppor-
mechanism has been defined in the 802.11e standard [1®]nity (TXOP). A continuation of an EDCA TXOP occurs
and will be included in the ongoing new revision of the when a CAF retains the right to access the channel follow-
802.11 standard [17]. ing the completion of a transmission. In this situation, the
EDCA regulates the access to the wireless channel ogtation is allowed to send a new frame a SIFS period af-
the basis of thehannel access functiof€AFs). A station ter the completion of the previous one. The period of time
may run up to 4 CAFs, and each of the frames generated [ CAF is allowed to retain the right to access the channel
the station is mapped to one of them. Once a station becomisslimited by the transmission opportunity limit parameter
active, each CAF executes an independent backoff proce§8 X O P_limit).
to transmit its frames. In the case of a single station running more than one
A station with a new frame to transmit monitors the chanchannel access function, if the backoff time counters of two
nel activity. If the medium is idle for a period of time equal or more CAFs reach zero at the same time, a scheduler in-
to the arbitration interframe space paramet&f §'S), the side the station avoids theternal collisionby granting the
CAF transmits. Otherwise, if the channel is sensed busy (eRccess to the channel to the highest priority CAF. The other
ther immediately or during thd 7 F'S period), the CAF con- CAFs of the station involved in the internal collision reast
tinues to monitor the channel until it is measured idle for anf there had been a collision on the channel, doubling their
AIFS time, and, at this point, the backoff process starts. CW and restarting the backoff process.
Upon starting the backoff process, a random value uni- As it can be seen from the description of EDCA given
formly distributed in the rangé), CW — 1) is chosen and in this section, the behavior of a CAF depends on a num-
the backoff time counter is initialized with this number.erh ber of parameters, nametyW,,.;..,, CWynas, AIFS and



TXOP_limit. These are configurable parameters that camhere! is the packet lengthP;, P. and P, are the prob-
be set to different values for different CAFs. The CAFs areabilities of a success, a collision and an empty slot time,
grouped by Access Categories (ACs), all the CAFs of an ACGespectively, and’, T, andT, are the respective slot time
having the same configuration. The Access Point (AP) andurations.

nounces periodically (every 100 ms) the parameters of each The probabilities?;, P. and P. are computed as

AC by means of beacon frallmes.. Py =nr(l - T)nq (4)
In this paper, our goal is to find the EDCA parameters

that maximize the throughput of the WLAN, while fairly Fe = (1 —7)" (5)

sharing the bandwidth among the competing stations. Folp, — 1 _ y,7(1 — 7)»~1 — (1 — 7)" (6)

lowing this goal, we use the following configuration for the ] )

stationd: and the slot time duratiorig and7, as

— Each station executes a single CAF and transmits onés = Tchp+g+é+SIFS+TPLCP+%+D1FS(7)
frame upon accessing the channel. oo

— The AIF'S parameter is setto the minimum value (DIFS)T. = Tpr.cp + — + — + DIFS (8)

for all stations. . ¢ C )
— All stations contend with the sant@iV,.,;, andCW,,,,  WhereTrrcp is the PLCP (Physical Layer Convergence
parameters. Protocol) preamble and header transmission tifiés the
MAC overhead (header and FCS), Ack is the size of the ac-

The rest of the paper is devoted to the design of an adarl’(howledgement frame and@ is the channel bit rate.

tive algorithm that adjusts the configuration@W,,;, and The above terminates our throughput analysis. We next

CWinaa With the goal of maximizing the overall WLAN = aqqress, based on this analysis, the issue of optimizing the

throughput. This algorithm is executed at the AP, which Usegroughput performance of the WLAN. To this aim, we can
beacon frames to announce the computéd,,;,, andC'W,, 4, rearrange Eq. (3) to obtain

values to the stations. I
"= T, T, + PO Tt ©)
3 Throughput analysis and optimization Asl, T,, andT, are constants, maximizing the following
) ] ) expression will result in the maximization of
In this section we present a throughput analysis of an EDCA p
WLAN configured according to the rules given in the pre-7 = > (10)
) \ : : . . P.(T. —T.) +T.
vious section. Based on this analysis, we find the collision _ X _
probability of an optimally configured WLAN, whichisthe ~ GVenT < 1,7 can be approximated by
basis of the algorithm presented in the following section. ;e nt —n(n—1)72 (11)

We start by analyzing the case when all stations are satu- 7, — (7, — T'¢)r + @ (T, — T.)72
rated and consider later the case when some stations are not . oo
) o The optimal value of-, 7, that maximizes can then
saturated. Let us defineas the probability that a saturated .
. . . . be obtained by
station transmits at a randomly chosen slot time. This can be

computed according to [2] as follows: % -0 (12)
-
2 T=Topt
T= L+ W+ pW Em61 (2p)’ 1) which neglecting the terms of higher order than 2 yields
1= 2 .
whereW = CWiin, m is the maximum backoff stage @7 07 +¢=0 (13)
(CWoaz = 2™CWpin) andp is the probability that a trans- where
mission collides. In a WLAN with stations, n?(n —1)
a = _7(7—‘6 - Te) (14)

p=1-(1—-7)" (2) 2

. . b= —2n(n—1)T. (15)

The throughput obtained by a station can be computed

as follows c=nT, (16)
. Pl 3) Isolatingr,,,: from the above yields

= P,T, + P.T. + P.1.

: o7, . 2T,
The reader is referred to [18] for a detailed justificatiorttidse  Topt = — — —
configuration choices. n(Te = T) n(n = 1)(T. = T)
2 Following [2], by saturation we mean that a station always &a 2T,

packet ready for transmission. - n(Tc _‘ T. ) (17)



GivenT. < T, we finally obtain the following approx- CW values given by the 802.11e standag@ W ?/ *“/* and

imate solution for the optimat, CW default) gre typically too small, yielding a too aggres-
sive behavior, in order to achieve optimal operation these
1 /2T, .
Topt & | 7 (18) CW parameters should be increased.
" ¢ Following the above reasoning, our algorithm increases
With the abover,,, the corresponding optimal collision  the defaultCW,,;,, of the standard by SOME@W, f st

probability is equal to

n—1 CWnin = CW;rch;iﬁault + CWOffset (21)
Popt =1 — (1 — Tope)" 1 =1~ <1 ! 2T€> (19) while keeping the default value for the maximum backoff
) ny T, .
stage, i.e.
which can be approximated by CWoas = 2"CW, .0 (22)
Popt =1 —e€ T (20)  wherem is the maximum backoff stage of the default con-
T . . . iguration.
This implies that, under optimal operation with saturatedIlgu !

. - L ) In order to ensure that our algorithm never underper-
stations, the collision probability in the WLAN is a constan ) . .
forms the standard default configuration by using overlylsma

independent of the number of stations. The key approximaC,W values, we force tha'IV; .., cannot take negative

tion of this paper is to assume that, when some of the Stat'OQ/%lues, which guarantees th&tV,,,, will never take smaller

are saturated and some are not, the optimal collision of th\E/Ealues than the standard’s default. In addition, we alsoefor
WLAN takes the same constant value.

In the following section we design an adaptive algorithmthatCW"ffset cannottake values that yielda V., larger
) : ) _ . thanCWdefault These bounds provide a safeguard against
that adjusts the WLAN configuration with the goal of driv- P 9 g

max
ing the collision probability to the above value. Note that

too large and too small values 6fiW,,,;,,, respectively. In
. ) . 'the rest of the paper we assume &V, s ;... always takes
since this a constant va!ue, (_)ur algorithm does not need R?alues within these bounds and do n
know the number of stations in the WLAN.

ot further consider this

4 Adaptive algorithm 4.2 Control system

We next present our adaptive algorithm; this algorithm "UN%rom a control theoretic standpoint, our system can be seen

atthe AP _and c_onS|sts of the following two steps which s the composition of the two modules depicted in Figure 1:
executed iteratively:

thecontroller C(z), which is the adaptive algorithm that con-

— During the period between two beacon frames (whicHrols the WLAN, and thecontrolled systentd(z), which is
lasts 100 ms), the AP measures the collision probabilitthe WLAN itself. In our proposal we use for the controller
of the WLAN resulting from the current CW configura- module a classical scheme from discrete-time control the-
tion. ory, namely theProportional Integrator(PIl) Controller.

— At the end of this period, the AP computes the new CW  Following the above, our control system consists of the
configuration based on the measured collision probabilfollowing two modules:

ity and distributes it to the stations in a new beacon frame. The controller module located at the AP, that is based

Our algorithm uses a PI controller to drive the WLAN on theProportional Integrator(Pl) controller. The AP

to its optimal point of operation. In the following, we ex- estimates the collision probability and provides it to the

plain how the CW configuration is adjusted using a control  controller, which takes as input the difference between

signal. We then describe our system from a control theoret- the estimated collision probability and its desired value

ical standpoint. Next, we analyze our system by linearizing as given by Eq. (20). With this input, the controller com-

the behavior of the WLAN. Finally, we use this analysis to  putes theC'W, . value.

adequately configure the parameters of the Pl controller. — The controlled module is the 802.11e EDCA WLAN
system. As specified by the standard, the AP distributes
the newC'W configuration to the stations every 100 ms.

4.1 CW configuration This configuration is obtained from teW, ¢ ¢+ value
given by the controller, following Egs. (21) and (22).

Following the previous section, our goal is to adjustHé

parameters of EDCAAW,,;, andC'Wiyo;) inordertoforce s phough the 802.11e parameters are configurable, the atdnd
the collision probability given by Eq. (20). Since the dédfau includes a default setting for these parameters [16].
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Fig. 1 Control system. Fig. 2 Linearized system.

The_ est_imation of the collision probability over a 100 The above partial derivative can be computed as
ms period is performed at the AP as follows. [%be the
number of frames received by the AP during this period with 9p _op_ or
the retry bit unset, an® be the number of frames received OCWosfser  OT OCWogfser
with the retry bit set. Then, if we assume that no frameavhere
are discarded due to reaching the retry limit, the collisiongp

probabilityp can be computed as 5, ~n—1 (29)

Rf S (23) e 1
2(1 o (2p)t
since the above is precisely the probability that the fiesigr 8CV§T =— (1+pd iz (2)) 5(30)
mission attempt of a frame collides. of fset (1 + OWrnin(1+p 35! (2p)i))
Note that with the above method, the AP can compute . . I .
Evaluating the partial derivative at the stable point of

h ili impl lyzingthe h fthe f
the probabilityp by simply analyzing the header of the frames erationp = poye, and using the approximatis,: ~

successfully received, which can be easily done with no mo P . .
ifications to the AP’s hardware and driver. n — 1)7op: given by Eq. (19) and the expression foy,

given by Eq. (1), yields

(28)

p:

m—1 i
4.3 Transfer function characterization o Dot Topt L+ Popt 2oi—g (ZPopt) (31)
8C(V[/voffset 2

In order to analyze our system from a control theoretic stand  |f we now consider the transfer function that allows us

point, we need to characterize the Wireless LAN systemq characterize the perturbationsyoéiround its stable point

with a transfer function that takeSWfs.: as input and  of gperation as a function of the perturbationgif, ; ;...
gives the collision probability as output. Since the colli-
= H(Z) 5CWOff5€t (Z) (32)

sion probability is measured every 100 ms interval, we car‘?P(Z)
safely assume that the obtained measurement correspondsie obtain from Eqgs. (27) and (31) the following expression
stationary conditions and therefore the system does net hayor the transfer function,
any memory. With this assumption, m—1 ;

L+ Popt Doi—g (2Popt)’
p=1—(1—7)" (24)  H(2) = —popiTop———T-==0 =0 (33)

wherer is a function ofCWo s @s given by Eg. (1), Figure 2 illustrates the above linearized model when work-
r= 2 - (25)  ing around its stable operation point:
1+ (CWS;{Z(I““ + CWoffset)(l + p ZZZB (QP)Z)

The above equations give a nonlinear relationship be{
tweenp andC'W, rse¢. In Order to express this relationship

P = Popt + op (34)
CWoffset = CWoffset,opt + 5C’VV(Jffset

as a transfer function, we linearize this relationship witen Note that, as Compared to the model of Figure 1,_ in Fig_'
system is perturbed around its stable point of operaficen ~ ure 2 Onlythe perturbations around the stable operatiamt poi
CWOffSSt = CWOffset,opt + 5CWoffset (26) are considered.

whereCWo fet,opt 1S the CWosrser Value that yields the

optimal collision probability,,: computed in Eq. (20). 4.4 Controller configuration

With the above, the oscillations of the collision proba-
bility around its point of operatiop,,: can be approximated We next address the issue of configuring the PI controller.
by The transfer function of the controller is given by
Op K;
aC(VV(Jffset z—1
4 A similar approach was used in [19] to analyze RED from a @ntr We observe from the above transfer function that the Pl
theoretical standpoint. controller depends on the following two parameters to be

p %popt +

5CWoffset (27) C(Z) = Kp + (35)




configured:K,, and K;. Our goal in the configuration of 7
these parameters is to find the right tradeoff between speed
of reaction to changes and stability. To this aim, we use the
Ziegler-Nichols rules [20] which have been designed fas thi ¢ .
purpose. These rules are applied as follows. First, we comE 6| e

pute the parametét,,, defined as thé(,, value that leads to é "

instability whenk; = 0, and the parametédf;, defined as % 551 - 1

the oscillation period under these conditions. ThEp,and £

K, are configured as follows: E > ]

KP = 04K, (36) 45 Static optimal configuration > |
Default configuration - - -~

and 4 ‘ ‘ ‘ Proposed algorithm ——

K, 5 10 15 20 25 30 35 40
K; = 0.85T (37) Number of stations

In order to computdy,, we proceed as follows. The sys- Fi9- 3 Throughput performance.
tem is stable as long as the absolute value of the closed-loop

gain is smaller than 1, 5 Performance evaluation
m—1 i
|H(2)C ()] = KppoptTopt Lt Dot 212:0 @popt)” _ 1(38)  In order to evaluate the performance of the proposed algo-
rithm, we performed an exhaustive set of simulation exper-
iments. For this purpose, we have extended the simulator
K, < 2 — : (39) used in [18,21]; this is an event-driven simulator that elps
PoptTopt (L + Dopt Y iy (2Dopt)?) follows the details of the MAC protocol of 802.11 EDCA.

Since the above is a function nf(note thab'opt depends For all tests, we used a payload size of 1000 bytes and the
onn) and we want to find an upper bound that is independerftystem parameters of the IEEE 802.11b physical layer [22].
of n, we proceed as follows. From Eq. (19), we observe thator the simulation results, average and 95% confidence in-
Topt IS NEver larger thap,,, for n > 1 (note that fom = 1 terval values are given (note that in many cases confidence
the system is stable for anfy,). With this observation, we intervals are too small to be appreciated in the graphs). Un-

obtain the following constant upper bound (independent ofess otherwise stated, we assume that all stations are satu-
n): rated.

which yields the following upper bound fdx,

2 (40)

2 m—1 i
Popt (14 Popt DZi—g (2Popt)’) 5.1 Throughput performance

Following the above, we tak&,, as the value where the

system may turn unstable (given by the previous equation)The main objective of the proposed algorithm is to r_na?dmize
the throughput performance of the WLAN. To verify if the

K, <

u= = 2 — , (41) proposed algorithm meets this objective, we evaluated the
Popt (1 + Popt 2220~ (2Popt)’) total throughput obtained for different numbers of station
and setf,, according to Eq. (36), n. As a benchmark against which to assess the performance
0.4-2 of our approach, we compared it against the static optimal
K, = 0t e S ) (42) configuration given by Eq. (18) and the default configura-
opt Pt £4i=0 ! tion given in the 802.11e standard [16]. Note that the static
With the K, value that makes the system become un-optimal configuration method requires the knowledge of the
stable we have? (z)C(z) = —1. With such a closed-loop number of active stations, which challenges its practisal u

transfer function, a given input value changes its sign at The results of the experiment described above are given
every time slot, yielding an oscillation period of two slots in Figure 3. We can observe from the figure that the perfor-
(T; = 2). Thus, from Eq. (37), mance of the proposed algorithm follows very closely the
0.4 static optimal configuration in terms of total throughput. |

K; = 0.8552 (11 pre o)) (43)  contrast, the default configuration performs well for a dmal

-0 ot Popt D_i—q (2Popt number of stations but sees its performance substantially d
which completes the configuration of the PI controller. Thegraded as the number of stations increases. From these re-
stability of this configuration is guaranteed by Theorem 1sults, we conclude that the proposed algorithm maximizes
included in the Appendix. the throughput performance.
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Fig. 4 Stable configuration. Fig. 6 Speed of reaction to changes.

5.3 Speed of reaction to changes

180

‘ ‘ ‘ ‘ In addition to a stable behavior, we also require the PI con-
\J troller to quickly react to changes on the WLAN. To assess
this objective we ran the following experiment. For a WLAN
with 15 saturated stations, &= 80 we added 15 more sta-
tions. We plot the behavior af' W, ..: for our { K, K;}
setting in Figure 6 (labelKp, Ki"). The system reacts fast
to the changes on the WLAN, &8V, s+, reaches the new
value almost immediately. We have already shown in the
previous section that large values for the parameters of the
controller lead to unstable behavior. To analyze the impact
of small values for these parameters, we plot on the same
60 p” " po o0 100 ﬂgure theCW, e €volution for a{Kp., K;} setting.ZO
Time (s) times smaller (label Kp/20, Ki/20"). With such setting,
although obtaining a minor gain in stability, the system re-
acts too slow to changes of the conditions on the WLAN.

We conclude that, by means of the Ziegler-Nichols rules,
we achieve a proper tradeoff between stability and speed of
reaction to changes. To further validate this, in Figure 7 we

5.2 Stability illustrate the time plot of the instantaneous throughput of
one station, averaged over 1 second intervals, for the same
previous experiment of Figure 6. We can see from the fig-

One of the objectives of the configuration of the Pl con-ure that the system is able to provide stations with constant

troller presented in Section 4.4 is guaranteeing a stable béhroughput (apart from minor oscillations due to the use of
havior of the system. In order to assess this objective, WESMA/CA), reacting almost immediately to changes.

plot in Figure 4 the value of the system’s control signal

(CWoysyrset) every beacon interval, for oufk,, K;} set-

ting with n = 20 stations. We can observe that with the 5.4 Non-saturated stations

proposed setting;' W, s rse: performs stably with minor de-

viations around its point of operation. In case that a large©Our approach has been designed to optimize performance

setting for{ K, K;} was used to improve the speed of re-both under saturation and non-saturation conditions, im co
action to changes, we would have the situation of Figurdrast to the static optimal configuration shown previously

5. For this case, with values fdt<,, K;} 20 times larger, which is based on the assumption that all stations are sat-

the CW,rse: Shows a strong unstable behavior with dras-urated. In order to evaluate and compare the performance
tic oscillations. We conclude that the proposed configarati of the two algorithms when there are non-saturated stations
achieves the objective of guaranteeing a stable behavior. in addition to saturated stations, we performed the follow-

o WL

120

o L

80 ‘ ‘

CWoffset

Fig. 5 Unstable configuration.
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ing experiment. We had 5 saturated stations and a variable
number of non-saturated stations in the WLAN. The non- 45 L\‘\H“I\
saturated stations generated CBR traffic at rate of 100 Kbps,.
The total throughput resulting from this experiment issHu
trated in Figure 8. In this figure, we compare the perfor-
mance of our approach against the static optimal configu
ration, resulting from computing the configuration with Eq.
(18) and taking a® the total number of stations present in
the WLAN, regardless of whether they are saturated or not.
We observe from Figure 8 that with our approach, the to- o o

. . . Static optimal configuration -
tal throughput remains approximately constant with values ‘ ‘ ‘ Proposed algorithm ——
similar to the ones obtained for saturation conditionsijFeg 0 5 0 15 20 25 30 35 40
3), independently of the number of non-saturated stations. Number of non-saturated stations
contrast, the performance of the static optimal configarati Fig. 9 Bursty traffic.
decreases very substantially as the number of non-saturate
stations increases. This is due to the fact that the static op o i
timal configuration considers that all stations are continu Ve can see from these results that, similarly to Figure

ously sending packets and therefore uses too conservatifle € Proposed algorithm performs optimally independent
CW values. of the number of bursty stations, and substantially outper-

From the above results we conclude that our algorithnxorms the static optimal configuration. We conclude that our
gpproach does not only work well under constant traffic but

5I5 | - ; A

Total throughput (Mbp

achieves optimal performance also when non-saturated st I der highl iabl
tions are present in the WLAN, in contrast to the static op-a S0 undernighly variable sources.
timal configuration which sees its performance severely de-

graded as the number of non-saturated stations increases. i .
5.6 Comparison against other approaches

The Sliding Contention Window (SCW) [14] and the dy-
5.5 Bursty traffic namic tuning algorithm of [15] (hereafter referred to as DTA

are, like ours, centralized solutions compatible with th2.8 1e
In order to understand whether bursty traffic can harm thestandard that do not require hardware modifications. In this
performance of the proposed algorithm, we repeated the esection we compare our solution against these centralized
periment reported in the previous section but with the nonmechanisms.
saturated stations sending highly bursty traffic instead of Figure 10 gives the total throughput performance of the
CBR. In particular, in our experimentwe used ON/OFF sourdé&erent solutions for varying numbers of stations. We ob-
with exponentially distributed active and idle periods of a serve that the proposed algorithm outperforms signifigantl
average duration of 100 ms each. The results of this experboth SCW and DTA. The reason is that our algorithm is sus-
ment are depicted in Figure 9. tained on the analysis of Section 3, which guarantees opti-
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! L i Theorem 1 The system is stable with the propodégland
7 6 N e o o ] K; configuration.
350 0 1 Proof The closed-loop transfer function of our system is
£ S(z) = —L 20— 44
T Ll e | G =1=emme (44)
a * B —2(z— 1)HK, — 2HK;

2T S 22+ (-HKp — 1)z + H(K, — K;)

1 ‘ ‘ Proposed ‘algorithm‘ —

5 10 15 20 25 30 35 40 where
Number of stations (1 T Zm,l (2 )l)
ToptPo Po = Po

Fig. 10 Comparison against other approaches. H = —-2ort p; . G (45)

A sufficient condition for stability is that the poles of

mized performance, in contrast to SCW and DTA which arghe above polynomial fall within the unit circle| < 1.
based on heuristics. In particular, SCW uses an algorithrfthis can be ensured by choosing coefficidnis, a2} of the
to adjustC'W,,;,, that chooses overly large values, therebycharacteristic polynomial that belong to the stabilitangle
degrading the performance. On the other hand, DTA seti23]:
the CW,,;, value as an heuristic function of the number
of stations yielding overly small values, which results in ad2 <1 (46)
degraded performance also for this case.

a1 <as+1 (47)

a1 > —1—as (48)
6 Conclusions ) o
In the transfer function of Eq. (44) the coefficients of the

In this paper we have proposed a novel adaptive algorithrﬁh"’lraCterIStIC polynomial are

for optimizing the performance of a WLAN. The algorithm
is sustained on the observation that the collision probabil
ity in an optimally configured WLAN is approximately con-
stant, independent of the number of stations. Our propong n
only requires to measure this collision probability by moni
toring successfully transmitted frames during an inteados

a = —HEK, -1 (49)
H(K), — Ki) (50)

From Egs. (42) and (45) we have

period at the AP. | . HE, - _0.4@ (51)
Our algorithm is based on a well established controller Dopt
from discrete-time control theory, the PI controller. Byans
of a theoretical analysis of the WLAN and the controller,and from Egs. (43) and (45) we have
we have designed our algorithm to maximize the throughput 0.4 Topt
performance. We achieve a proper tradeoff between sl;abilitH = 70852 Popt (52)
and speed of reaction to changes by applying the Ziegler-
Nichols rules. We have shown via simulations that our alfrom which
gorithm drives the WLAN to the optimal point of opera- Topt
tion, even for non-saturated and highly bursty traffic, teac @1 = 0-4p L 1 (53)
ing quickly to changes of the conditions in the WLAN. "
As opposed to most of the previous proposals, or algoc—l2 — 0167t (54)
rithm is fully compatible with the 802.11e EDCA standard Dopt

and does not require any modifications neither at a hardware _ _
nor at a driver level. We have shown that our proposal sub- GIVeN 7o, < pope, it can be easily seen that the above

stantially outperforms other centralized 802.11e-coibpmt {al,a2} satisfy the conditions of Egs. (46), (47) and (48).
solutions. The proof follows.
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