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Providing service guarantee in 802.11e
EDCA WLANSs with legacy stations
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Abstract —Although the EDCA access mechanism of the 802.11e standard supports legacy DCF stations, the presence of DCF
stations in the WLAN jeopardizes the provisioning of the service guarantees committed to the EDCA stations. The reason is that DCF
stations compete with Contention Windows (CW's) that are predefined and cannot be modified, and as a result the impact of the
DCEF stations on the service received by the EDCA stations cannot be controlled. In this paper, we address the problem of providing
throughput guarantees to EDCA stations in a WLAN in which EDCA and DCF stations coexist. To this aim, we propose a technique
that, implemented at the Access Point (AP), mitigates the impact of DCF stations on EDCA by skipping with a certain probability the
Ack reply to a frame from a DCF station. When missing the Ack, the DCF station increases its CW and thus our technique allows
us to have some control over the CW's of the legacy DCF stations. In our approach, the probability of skipping an Ack frame is
dynamically adjusted by means of an adaptive algorithm. This algorithm is based on a widely used controller from classical control
theory, namely a Proportional Controller. In order to find an adequate configuration of the controller, we conduct a control theoretic
analysis of the system. Simulation results show that the proposed approach is effective in providing throughput guarantees to EDCA
stations in presence of DCF stations.

Index Terms —WLAN, 802.11, 802.11e, EDCA, DCF, ACKS, legacy stations, throughput guarantees, control theory
U

1 INTRODUCTION stations using DCF could operate in an 802.11e WLAN under

HE Wireless LAN (WLAN) technology is nowadays EDCA. ) o
widely used for Internet access. One of the shortcomings©ONe Of the main problems of the EDCA mechanism is that,

of traditional WLANSs, based on the 802.11 standard [1], R'though legacy DCF stations can interoperate in a WLAN
that they provide no means to offer service guarantees YBder EDCA, they substantially degrade the performance of
users. This is a significant drawback, in particular due to tA® WLAN and preclude the provisioning of service guarantees

inherent resource limitation in radio systems. This storing  (©©. the EDCA stations. Indeed, as we have noted in [4],
has been identified by the research community, who hkd: the fact that DCF (in contrast to EDCA) competes with

devoted considerable effort over the last decade to theyeespredefined contention parameters that cannot be modified
of wireless local area networks (WLAN's) with Quality 0f|orevents_controll|ng the aggressiveness .of DCF stat.|or$s. A
Service (QoS) support. Along this effort, the Enhancemerﬂsresu“’ if EDCA stations competing against aggressive DCF
Task Group (TGe) was formed under the IEEE 802.11 yelations are to receive service guarantees, they will need t

to recommend an international WLAN standard with Qo8€have aggressively as well, and this will severely degrade

support. This standard is called 802.11e [2] and will b€ overall WLAN performance. _
included in the ongoing new revision of the 802.11 standarg Some effort in the literature has been devoted to the arsalysi
[3]. of WLANs in which EDCA and DCF stations coexist (see

The 802.11e standard defines two different access mefrd- [6l: [71. [8], [9]). 'Add|t|ona||y, a number of proposal '
anisms: theEnhanced Distributed Channel AcceSDCA) have been made to mprove the performance O.f EDC.A.‘ n
and theHCF Controlled Channel AccegsICCA). This paper presence ‘?f DCF stations, namely [10]_’ [11], [12] in additio
focuses on the former. The EDCA mechanism of 802.11e V\/#SOUI’ previous works of [4], [3} The main drawback of [10],
designed as an extension of the DOBistributed Coordi- 11], [12] is that they require introducing modificationgdn

nation Function mechanism of the legacy 802.11 standarihe DCF or the EDCA stations. In contrast, our proposal of

One of the key design goals of the EDCA mechanism w Zé] [5] leaves the EDCA and DCF stations untouched, which

the backwards compatibility with the legacy DCF mechanisrfEPresents a major advantage from a deployment perspective

Following this goal, EDCA was designed such that legac Following our previous works of [4], [5], in this paper we
' aYddress the problem of providing throughput guarantees to

EDCA stations in a WLAN with legacy DCF stations. To

e A. Banchs and P. Serrano are with the Department of Telemd&iugi-

neering, Univ. Carlos Ill de Madrid, 28911 Legés, Spain tackle this, we propose tHaynamic ACK SkippingDACKS)
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purpose; namely, to provide service differentiation in a WLANRh DCF
stations only.
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ing a small modification in the 802.11e Access Point (AP). Upon starting the backoff process, the CAF computes
The main contributions of the paper are summarized in tllerandom integer value uniformly distributed in the range
following points: (0,CW; — 1), and initializes its backoff time counter with

« We propose the DACKS technique. The key feature Spis value. TheC'W; value is called the c_on_tention_window,
the approach (as compared to our previous works of [ nd depends on the numper of transmissions failed for the
[5]) is that the system is dynamically controlled baseffame. At the first transmission attempElV; is set equal
on the observed behavior of the WLAN. In particularl® theé minimum contention window parametérig’;*"). As
the proposed DACKS system is based on a commorlRNg as the channel is sen_sed _|dle the backoff time counter is
used controller from classical control theory. ecremented once every time interal, and “frozen” when

« We develop a model of a WLAN with DACKS under sta@ transmission is detected on the channel.
tionary conditions. Based on this model, we determine the When the backoff time counter reaches zero, the CAF trans-
optimal configuration of the EDCA parameters in ordeMits: A collision occurs when two or more CAF’s start trans-
to provide EDCA stations with throughput guarantees. mission simultaneously. An acknowledgement (Ack) frame is

« We develop a model for the transient response of used to notify the transmitting CAF that the frame has been
WLAN controlled by DACKS. With this model, we successfully received. The Ack is immediately transmited
analyze the dynamics of our system from a contréhe end of the frame, after a period of time equal to the SIFS
theoretic standpoint and, based on this analysis, we tufge short interframe space). If the Ack is not received imith
the DACKS parameters following classical control theor§ timeout given by theAck_Timeout, the CAF assumes
considerations. that the frame was not received successfully and reschedule

« We thoroughly evaluate our proposal by means of 4Re transmission by reentering the backoff process. The CAF

exhaustive simulation study. In particular, we evaluage tffhen doublesCW; (up to a maximum value given by the
system dynamics as well as stationary conditions. CWw/™** parameter), computes a new backoff time and starts

crementing the backoff time counter at adF'S; time

The rest of the paper is structured as follows. In Section . . : .
we describe the 802.11 DCF and 802.11e EDCA mechanisr];slloWlng the timeout expiry. If the number of failed attetap

) . . reaches a predetermined retry linilt the frame is discarded.
In Set_:tlon 3 we pr_esent thigynamic ACK SkippingDACKS) After a (successful or unsuccessful) frame transmission,
technique. In Section 4 we analyze the throughput perfocmarb

. ; " f itting th f he CAF
of a WLAN with DACKS under stationary conditions and, efore transmitting the next frame the CAF must execute a

. X . . : koff A i his rule, th
from this analysis, we derive the configuration of the EDC,ReW backoff process. As an exception to this rule, the puitoc

. llows the continuation of an EDCA transmission opportunit
parameters. In Section 5 we propose a system based on co aff pport

th 0 d ically adiust DACKS- | h ; OP). A continuation of an EDCA TXOP occurs when
eory to dynamically adjus 0o, We analyze the perioy o ar retains the right to access the channel following the
mance of the system under transient conditions and determ

: ; . &%mpletion of a transmission and transmits several frames
the configuration of the various system parameters based,Q

) . . k-to-back. Th ri f tim AF is allow retain
this analysis. In Section 6 we evaluate the performance b?% to-bac e period of time a C s allowed to reta

: S . . toﬁe right to access the channel is limited by the transnissio
DACKS under a variety of scenarios including stationary an bportunity limit parameter{X OP_limit;).

transient conditions. Finally, the paper closes with somal fi In the case of a single station running more than one CAF,

remarks in Section 7. if the backoff time counters of two or more CAF’s of the
station reach zero at the same time, a scheduler inside the
2 802.11 DCF AND 802.11E EDCA station avoids thénternal collision by granting the access to
the channel to the highest priority CAF. The other CAF’s of
DCF and EDCA execute a similar algorithm to transmit thethe station involved in the internal collision react as e
frames. In the following, we first present the 802.11e EDCAad been a collision on the channel, doubling ti&i#; and
mechanism and then we describe the differences betweestarting the backoff process.
802.11e EDCA and 802.11 DCF. As it can be seen from the description of EDCA given in this
EDCA regulates the access to the wireless channel on #extion, the behavior of a CAF depends on a number of param-
basis of thechannel access functiof€AF’s). A station may eters, namely W™, CWme* AIFS; andT X OP_limit;.
run up to 4 CAF’s, and each of the frames generated by thbese are configurable parameters that can be set to differen
station is mapped to one of these CAF’s. Then, each CA@lues for different CAF’s. The standard draft groups CAF's
executes an independent backoff process to transmit iteesa by Access Categories (AC'’s), all the CAF's of an AC having
A CAF i with a new frame to transmit monitors the channghe same configuration, and limits the maximum number of
activity. If the channel is idle for a period of time equal toAC’s in the WLAN to 4. An EDCA station that wants to
the arbitration interframe space parametér ['S;), the CAF enter the WLAN must issue a signalling request indicating
transmits. Otherwise, if the channel is sensed busy (eittbe AC that it wants to join. If admitted, the EDCA station
immediately or during thedlF'S; period), the CAF starts can join the WLAN with a CAF configured according to the
a backoff process. The arbitration interframe spaéé€H.S;) parameters of the corresponding AC. The parameters of each
takes a value of the forrh I F'S + nT., where DIFS is the AC are announced periodically by means of beacon frames.
DCF interframe spacd,, is the duration of an empty slottime A DCF station executes a very similar backoff process to
andn is a nonnegative integer. the one described above for an EDCA CAF, albeit with some
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Fig. 1. DACKS Technique.

differences. One difference is the way the backoff counteii)
is managed. In EDCA, the backoff counter is resumed one
slot time before the AIFS expiration, while in DCF it is
resumed after the expiration. Moreover, in DCF a station
transmits immediately when the counter decrements to Gewhi

Ack

If EDCA stations were configured with largeil” values
in order to avoid the above problem, DCF stations would
compete with smallerCWW’s than EDCA and would
consume most of the WLAN resources, leaving EDCA
stations with little resources and thus failing to meetithei

in EDCA it transmits in the next slot tirde service guarantees.

Another key difference between DCF and EDCA is that, |t is obvious that none of the above two alternatives is
while in 802.11e EDCA the contention parameters are configasiraple, as in both cases the service received by the EDCA
urable and can be set to different values for different Ascegtations is seriously degraded as a consequence of thetimpac
Categories (AC’s), in DCF the values of these parameters fiejegacy stations. Instead, it would be desirable to inszea
fixed by the standard as follows: the CW of legacy stations; in this way, EDCA stations could

o The AIFS; parameter in DCF is set equal 1ol F'S. receive service guarantees without compromising the tdvera

« The configuration of theo W™ and CW/** parame- efficiency. TheDynamic ACK SkippindDACKS) technique

ters is predefined by the 802.11 DCF standard. We referaohieves this goal without modifying the legacy DCF stagion
the values given by the standard@®/;;* andCW 24", DACKS is based on the following behavior of DCF: after
respectively. sending a packet, a DCF station waits for an Ack frame, and,

« Upon accessing the medium, DCF stations transmitifathe frame is not received within an Ack timeout, it assumes

single packet and hence do not use & OP_limit; a collision and increases itS1¥. The central idea is then the
parameter. following: if the AP skips the Ack reply to legacy DCF stat®n

While EDCA has been designed to allow coexistance wittith & certain probability (hereafter referred to/as.;,), these
legacy DCF stations, the fact that the contention parameté&fations will ‘see’ a collision rate higher than the actuaép
with which DCF stations compete are fixed jeopardizes t@d will contend with large€'1V’s, resulting this in a smaller
provisioning of service guarantees to EDCA stations. Tise rdmpact on the EDCA stations.
of the paper is devoted to Overcoming this limitation. The above behavior of DACKS is illustrated in Figure 1.1In
this figure, the behavior of a DCF station in a WLAN without
DACKS is compared against the behavior of a DCF station in
a WLAN that uses the DACKS technique. It can be observed

: - : . that in the latter case, by skipping the Ack reply with some
As we have seen in the previous section, legacy DCF Statlc}pﬁ%bability, DACKS achieves the objective of increasing th

start the backoff process with@w equal toCWi". This . . X
initial CTV is fixez by the standard '?o 2 small (\%Iue, and fverageC’ W with which the DCF station contends for channel

only doubles after each failed attempt. These sifiall values access, and hence reduces the number of times that the DCF
X station transmits.

of DCF stations raise problems in a WLAN in which EDCA ) i i i
stations are to receive service guarantees. Indeed, n@matt 1 N€ challenge with theDACKS technique is the config-

whether theCW of the EDCA stations are configured withuration of the probabilityPs;,. This adds to the inherent

small or large values, the following drawbacks are observ@ffficulty in 802.11e of configuring the EDCA contention
when there is a non-small number of stations in the WLANparameters in order to provide the desired behavior. In [4],

) ) ) ) [5] we proposed some algorithms to complitg,;, statically.
i) |f EDCA stations were configured with sma@llW values 1o main drawbacks of a static configuration are:

in order to give them a higher priority than DCF stations,

we would have both DCF and EDCA stations with small ® A static configuration has to compute the configuration
CW's and the resulting overall efficiency of the WLAN assuming the worst case in which all DCF stations are

will be low, due to the fact that small'WW values result constantly active. This requires a much more aggressive
in a high collision rate. behavior than needed against DCF stations. In particular,

when all DCF stations are active, Ack frames need to
be skipped with a high probability to ensure the desired
throughput guarantees for EDCA. In contrast, if some

3 DACKS TECHNIQUE

2. The reader is referred to [7] for further details aboutlibekoff behavior
of EDCA and DCF.
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DCEF stations are not active, a smaller skipping probability ~DIFS and CW" = CW™*, since [15] shows (both

is enough to provide EDCA stations with the desired analytically and via simulation) that no other configura-

service. tion provides better throughput performance. We denote
. Similarly to the above, a static configuration has to CW,; = CWmn = CWmee,

assume that all admitted EDCA stations are active, sinces Following [16], we assume that backoff times are geomet-

this is the worst case to ensure the desired guarantees. rically distributed, i.e. a station at a given backoff stage

This assumption forces a high probability of skipping  transmits with a constant and independent probability in

Ack frames, degrading thus DCF performance. In the each slot time.

case some EDCA stations are not active, the desireds Upon accessing the channel, both EDCA and DCF sta-

service could be provided while reducing the degradation tions transmit a single packet of length

suffered by DCF.

We conclude from the above that a static configuratiop2 DCFE Station Model

degrades the performance of DCF stations unnecessarily Wt@ﬁe start our analysis by computing the probability that a DCF

not all the (EDCA and DCF) stations are active. In thig, _.. . .
. ._Station transmits at a randomly chosen slot timg,, as a
paper we propose an alternative scheme that, by dynamlczﬁ

adjusting the skipping probability to the current behaibr ulction of the probability that a transmission attempt of a

o . . CF station collidesg¢q.;.
the WLAN, minimizes the disruption suffered by the DCP Figure 2 illustrates our model of a DCF station. The states

stations. represent the backoff stage of the station, i.e. the number o
collisions suffered by the current frame. At state 0, thé@tés

4 EDCA CONFIGURATION CW is equal toCWi", yielding the following transmission

It follows from the above explanations that a major challeng?robability [14]

for an EDCA WLAN with DACKS is the configuration of both 9

the EDCA parameters and the DACKS skipping probability. Tdef,0 = W @)

In this section we analyze the EDCA configuration, while the def

DACKS configuration is analyzed in the next section. Letm be the maximum backoff stage defined®W ;7 s* =

In the analysis of the EDCA configuration, we start by CWii". Note that in DCF we haven < R [1]. At state
describing our scenario and assumptions. Then, we present ', the CIW has been doubled times, yielding the
a model for a DCF station. Based on this model, we analyf@lowing transmission probability

the throughput performance of a WLAN with DCF and EDCA )

stations. Finally, we use this analysis to propose the @itim Tdef,i = 2CWmin + | )

configuration of the parameters of the EDCA stations for def

throughput guarantees. At statei > m, the CW has already reachedW;;¢*,
yielding )

4.1 Scenario and Assumptions Tdefi = W T 1 3)

In the following we describe the scenario considered in this

paper as well as the assumptions upon which our analysis id the rest of the paper, we use the following simplifying
based: approximation forry..;:

« Our scenario consists of a WLAN where EDCA and DCF Y 2 __Tdef0 4)
stations coexist. Our goal is to provide EDCA stations in defi ™= 2min(m) (CWp + 1) - gmin(i,m)
this scenario with throughput guarantees. . ) .

o We consider that each EDCA station executes only oneFOIIO_V\"n_g the above, we ha\_/e that at _s_tatehe station
CAF and joins a given AG depending on its throughputtrans’m!ts_In eaqh slot t_|me with prpbab'l'tyd“f*?' It the
requirements. We denote H; the throughput guaranteetran,sm'ss'on collides (which occurs with probablwf), the
given to the EDCA stations of AG. st:_;mon moves to the nt_ext state, and doubles?&k_’ if i <m.

. We assume that, over a time period, a station is eithgtjt succeeds, the station goes back to the |'n|t|al statend, a
constantly backloggédor does not transmit any traffic. S€tS theCW” equal toCWc". When the station reaches the

We refer to the former as aactive station and the latter MaXImum retry limit at statd?, it moves back to state 0 no
asinactive matter if the transmission succeeds or collides. This leads

o We denote byN,.; the number of active DCF stationsthe state transition probab|I|t|es_ given in F|gure_ 2'.
Let us denote by, the probability that the station is at state

in the WLAN and by N; the number of active EDCA | L . L o
stations that belong to A . The probability of entering stateis equal to the probability

Following our previous results of [15], we use the foI-Of being at .s.tate' —1 gnd pgrforming a failed transmi;siqn.

lowing configuration for the EDCA stationsAIF'S; = The probaplllty of I'eavmg this state is equal 'to Fhe probigbi
of performing a (failed or successful) transmission. Bycfiog

3. [14] refers to constantly backlogged stationssaturated In the rest €quilibrium between these two probabilities we have

pf _th_e paper, we use the terms ‘constantly backlogged’ anturagd’
indistinctly. Piflecf,iflcdcf = Pdecf,i )
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Tt Cact Lot 1 Caet U et Caet where ¢ = cq; and OW = CW7i", and we make the
approximationCW ~ CW + 1, we obtain

1-—2¢ 2
o= 14
Tdef = T o gmemtl (CW+1) (14)

which is equal to the result we have obtained in Eq. (12) under
the assumptiorR = oo that Bianchi used in his analysis.

(1-Caer) C o1 (1-Caor) Caeri

Fig. 2. Markov chain model of a DCF station. Remark 2:In a properly configured WLAN, stations rarely

we obtain

reach the maximun®'W. Under these conditions, an accurate
approximation of the behavior of the DCF stations can be

Since, following Eq. (4), we have obtained by assuming that tiieV/;¢* and the retransmission
g < limit are infinite, i.e. R = m = oo. With this assumption,
Tdefi = { Tdef,i—1/2, t>m (6) the following simplified expressions for Eqgs. (8) and (12 ar
7 Tdefi=1,  t>Mm derived:
which yields P; = Py(2¢4cr)’ (15)
; 1 —2¢4er)
) Pici2¢caey, i<m Tdef = (7dCf7_dc' (16)
= { P;_1cqep, i>m Q) d (1 = cacy) 10

The transient analysis of Section 5.3 is based on the above
simplified expressions, while the throughput analysis @hi;
p_ { P0(2cd¢f)i, i<m ®) configuration of Sections 4.3 and 4.4 are based on the exact
v Po2™cyp,  i>m expressions. The reason for using these approximations in
the transient analysis only is that this analysis is muchemor

Applying the above recursively leads to

By forcing complex and the approximations are necessary to make it
oo m R tractable. Instead, in the throughput analysis it is pdsdib
Zpi =P, ( (2ca4es)’ + Z Qmein) =1 (9) use the exact expressior_1 which allows being more accurate
i=0 i=0 i=m+1 and ensures that there will be no errors (not even small ones)

in the committed throughputs.

Py = 1 4.3 Throughput Analysis
m ; R 1
Do (2¢ace)" + 3 it 2MCes Based on the model of a DCF station presented above, we
_ 1 (10) now analyze the throughput performance of DCF and EDCA
L= (2cacs)™ 2men  (1—cp ™) stations in the WLAN. Our analysis is based on the following:
1—=2¢qey L=Cdey 1) after each transmission, there is a slot time in which DCF

With the above' we can Compute the transmission proba[ﬁmtions have not yet decremented their backoff counter and

ity of a DCF station as follows only EDCA stations may transmit;) we assume that EDCA

and DCF stations transmit with a constant and independent

B - P 1 probability in those slot times where they are allowed, and
Tdef = Z iTdefs (11) 14i) when computing their transmission probabilities, we ac-
’;O R count for the fact that EDCA stations wait for one extra slot
i Tdef,0 m i Tdef,0 time after the backoff counter reaches 0.
= Po(2¢qer)' —+— Py2 . . - .
; 0(2eaes)' =50~ + i—;—l 0= Cdef “om Eq. (12) gives the transmission probability of a DCF station
_ B B as a function of the collision probability. The transmissio
from which probability of the EDCA stations, whose configuration s
i (1= 2¢cacs)(1 = et )+ %‘&N:“- cwmn = CW;m*, can be easily computed as
dc = .
! (1= cacr) (1 = (2¢acr)™ )+ SR 17)
(1 — QCdcf)Cg?;l(l - C(Ijg;m) CWz +3

(1= 2cq4ep)2mcP (1 — B Taes.o (12) Further, the collision probability of the DCF stations can b
def def expressed &s

which terminates our model of a DCF station.

Remark 1:We note that Bianchi's analysis [14], which has Caef = 1 = Paep(1 — 7gep)Naer =1 <H (1— n)N'i> (18)
been widely used to analyze the performance of 802.11 DCF,
reaches a result very similar to ours although it uses ardifte ' _ _
model. Indeed, if we take Bianchis formula to compute thg.{ N0 1% £, U1 i o £a_ () o 1 lkes o st
transmission probability: reaches 0.

21 — 2 5. Note that by collision here we understand both the casenwthe
Tiet = (1-2¢) (13) transmission actually collides and the case when, even ietfsenot a real
lef (1=2c)(CW+1)+c-CWI[l - (2@)’”] collision, the Ack is omitted by the DACKS technique

%
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whereP, .. is the probability that, upon successfully receivingvhere Tprcp is the PLCP (Physical Layer Convergence
a packet from a DCF station, the AP sends the correspondifgptocol) preamble and header transmission tifejs the
Ack — i.e., the probability that the DACKS technique does ndIAC overhead (header and FCS), Ack is the size of the
skip this Ack: acknowledgement frame ar@ is the channel bit rate.
Poor =1 — Paip (19) Since the standard fixes the value Bf F'S equal to the
time required to send an Ack, we have that the duration of a

With the above, we can compute the transmission prObab&illision and a success are equal, and we can thus compute

ity of all the station of the WLAN as follows: the duration of a slot time with a transmission as
o The transmission probability of the EDCA stations,

7;, can be computed from their configuredi?; with T, =T, =T. (27)

Eq. (17). . . . .
a. (17) With the above, we can compute, given the configuration of

o Gi Iz terye Ivi h
S(I)\ﬁiz le ET; i,at\i,\(lner}w ]23:1 ch? rgpl’llzersd‘fl%/ ai?jvgg) the the CW; and P, parameters, the throughput of each of the
d y £as. DCF and EDCA stations in the WLAN, which terminates the

Once all transmission probabilities have been obtained, ‘ffﬁoughput analysis. In the following sections we addréss t
can compute the probabiliti?, that a given slot time contains configuration of these parameters

a transmission (either a success or a collision) as folldfvs.
the previous slot time was empty all stations may transmit, . .
and otherwise only EDCA stations may transmit. Thus, 4.4 CW; Configuration
. - We now address the issue of calculating the optimal configura
P — (11— _ Nacy _ A\ _ A\
1=F = (1=P)(1=7acr) H (=)™ 4P H (1=7)™ fion of the WLAN. The goal of the optimal configuration is to
’ (20) provide the desired throughput guarantees while maximizin

which yields the overall throughput performance.
Naos N Upon changing theC'W; configuration, the AP needs to
P, L~ (1 — Taey) I —7) distribute the new configuration to the stations by means of

COLHTL (= )N = (1= Taep)Noer T (1 - Ti)Ni21 signaling. This signaling limits the frequency with whidet
) (21) CW;’s values can be updated. In contrast to tH@/;’s, the
With the above, we can proceed to compute the throughqgt

. db EDCA . ¢ d the th he Lack parameter is local and its value needs not be sent to the
experienced by an statlo'n of ACr;, and the through- stations. As a resultP,.; can be updated as frequently as
put experienced by a DCF statiory.f, as follows:

needed with no associated signaling cost. Following thmis, i

TiCil this paper we make the following choices:

e (1-P)T.+ PT,; (22) o The CW,; parameters are statically set based on informa-
and tion that does not change frequently and therefore does
not trigger frequent updates of their values.
PockTact(1 — Taep)Naer =1 (Hj (1-— Tj)Nj) l « The P,., parameter is configured based on a dynamic
Tdef = 0= P)T. + BT, (23) algorithm that constantly updates its value following the

observed behavior of the WLAN.

\évhertg T '? thel dtutr.anon OtL an tempty'slc.)t “mzj IS :Ee In the remaining of this section we address the configuration
e oSl 205 e e I pameters. e he cynaric igortm
gf AC i c)(gllides P updatesP, .. is presented in the next section.

Following the above argumentation, the computation of the

¢ = (1=P)1—m)NiH 1 = 7gep)Nies H(1 — ;)Y CW; configuration needs to be based on data that do not
i change frequently. In particular, we use the following data
+ P(1—r)Ni! H(l — ;)N (24) o The number of EDCA stations admitted in the WLAN

oy and their required throughputs. These data are available

at the AP since EDCA stations, prior to entering the
WLAN, have to issue an admission control request with
this information.

The duration of an empty slot timery) is fixed by the
standard, while the duration of a slot time that contains a

success and a collision is equal to, respectively o The number of DCF stations present in the WLAN.
H 1 Ack This information is available as DCF stations need to go
T =Tprcr + C T C +S8IFS+Tprop+ o T DIFS through an authentication/association process befoge the
% (25) enter the WLAN.
T.=Tprcp + otet EIFS (26) In contrast to the above dat&,.; is constantly updated,

and therefore cannot be taken into account in the compautatio
6. The reader is referred to [17] for a discussion on the wnigss of the of the C'W;’s. This raises an issue since the optintalV;
solution. , , _ o configuration actually depends on the setting of this pateme
7. Note that, in case of a skipped Ack, the slot time duratiagivien by T, | d hi bl h h th k
since stations update their NAV to the duration of a succés$sinsmission, n order to overcome this problem, the approach that we take

and defer channel access during this time. in this paper is to compute the configuration of théV;’s
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considering thai’, ., is set to 0. This suboptimal solution hagguarantee. We refer to this AC as tBest-EffortAC. In the
the following advantages: configuration of this AC we aim at the following objectives:

« The first advantage is that the solution becomes optimale We want to ensure that the committed throughput guar-
when the WLAN is stressed with many throughput guar-  antees of the other AC’s are met.
antee requests from the EDCA stations. This is due toe We want to share the extra throughput between the DCF
the fact that, when the WLAN is stressed, the DACKS  and theBest-Effort(BE) stations fairly.
technique forces DCF stations to reduce drastically theirn order to meet the above objectives, we proceed as follows.
transmission rate by setting,... = 0, thereby making We first check if we can support DCF and BE stations when
the computed>'W; configuration optimal. they transmit with the same probability and DCF stations are
« The other advantage of the proposed configuration is th@it disrupted (i.e.,P,., = 1). We do this by solving the
it allows maximizing the number of throughput guarantegnalysis of Section 4.3 withy.; = 7. (Wherer,, is ther; of
requests that can be admitted. Indeed, if a request canti¥ BE stations) and comparing the resulting throughpgiss
be admitted whenP,.; is set to O, this means that theagainst the requirement8;’s. If the guarantees are met, this
request can never be admitted. means that this setting of,. preserves the desired guarantees
To compute the optimal configuration, we start by imposinghile providing fairness between DCF and BE. We therefore
the following condition, which ensures that the throughpilit ~ take this setting and computé\;. by applying Eq. (17) to
be distributed among stations proportionally to their esis  Toe-

[18]: If the desired guarantees are not met, this means that we
(l-m) R 28) need to reduce the probability with which BE and DCF stations
mi(1—7) R; transmit. The only option for the DCF stations, since their
. contention parameters cannot be modified, is to skip some
where R; is the throughput guarantee of AC of the Ack frames by reducing,... For the BE stations,

We note that, with the above equation, if we assume thgbwever, we can directly modify their configuration instedd
the value of a givenC'W; is known, we can compute thesiipping their Ack frames. We compute the configuration of
value of all the otheC'W;’s. From the throughput analysis ofine BE stations as follows. From Eq. (22), we can express the
Section 4.3 and taking,x = 0, we can then compute all thethyoughput of ACi as a function of,. From this, we compute
throughputs. the maximum allowed value of; that satisfies:; > R; for

With the above, we proceed as follows to find the optimaj AC’s, which guarantees that the throughput commitments
CW; configuration. We conduct a numerical search using thg 3| EDCA stations are met. Once we have obtained this

the lowest throughput guarantee (without loss of gengralitormed by

we assume it is AC 1). For eaci¥; value evaluated in

the search, we compute the oth@V;'s from Eq. (28), and 1 — P = (1= P)(1 —7)Ni (1 — 1) (1 — 7o) Vet
from these, we compute . With the numerical search we find + Pl — 1)V (1 — 7 ) Nee (29)
thus theC'W; value that leads to the largest. In order to

avoid a large degree of unfairness with DCF, we impose !

the search thaC'l¥'; cannot be smaller tha@'Wji". Once Toe = (1 — Py)Tacy (30)
the search find&'V;, we then compute all the othéfiv;s, Note that the Eq. (30) imposes that BE and DCF stations
which terminates the algorithm. transmit with the same probability to ensure that they will

Note that a requirement that must be met by &; optain approximately the same throughput. Once we have

configuration given by the above algorithm is that the résgit computedr,., we obtain CW;., which terminates the con-
r;'s are larger than the correspondifg's. If this condition is  figyration of the BE stations.

not satisfied, this means that there exists no sétldf, values
that meets the desired throughput guarantees even When
is set to 0. In this case, the requested guarantees Cannoébe DACKS C ONFIGURATION

satisfied and the request that triggered this computatiost mihe remaining challenge from the previous section is the
therefore be rejectéd configuration of the DACKS technique, namely the parameter

P,... In this section we present an algorithm that updates
this parameter dynamically. We start by analyzing the con-
4.5 Best-Effort EDCA stations ditions that must be met by the setting ... Next, we
So far we have assumed that all EDCA stations requiP§opose a system based on control theory that, followingethe
throughput guarantees. In the following we address the cashditions, dynamically adjustB,,. In order to analyze the

when one of the AC’s does not require any throughp@verall controlled system, we develop a linearized modéhef
system. Based on this linearized model, we conduct a dtabili
8. Note that this request can come either from an EDCA or a D&ffost ~ analysis to determine the region of the system parametats th
In the latter case, the AP can reject the request by not coimglehe guarantees a stable behavior. Finally, we obtain the gemn
association process initiated by the station. Note that n@npday’s APs h f th lled ithin th bili
already apply similar policies to deny associtation of etatibased e.g. on (€ parameters of the controlled system within the stabilit

their MAC address or on the AP’s current load. region.
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5.1 P,.; Configuration N

Our goals for the setting of theP,.. parameter are the Pumex . Pack Pyn)
following ones:

« Given the CW; configuration obtained in the previous
section, we want to ensure that backlogged EDCA sta- 7]
tions see their throughput guarantees satisfied.

o As long as the throughput guarantees for EDCA statio
are met, we want to minimize the throughput degradati
of the DCF stations by setting, ., as large as possible.

Following the above, the main goal for the dynamic algo-

rithm that computes’, .. is to set it to the largest possible
value that satisfies the throughput requirements of the EDCA them.
stations. We build the algorithm around the probabiltythat

a randomly chosen slot time contains a transmission. Nate th Following the above, we next design an _algorlthm based
Eq. (22) can be rewritten as a function Bf as follows on control theory that adjust®,.. as a function of theP;
observed in the channel with the goal of forcing that tRjs

Ti(l — P)! equals the targep, ,,,q..
(31) :
(1—-7)((1-P)T.+ PT,)

Our algorithm is based on the following two observationss » packs Control System
« Given theC'W; configuration of ACi, there exists a max-
imum P ,,q4; Value such that, as long @3 < P a4,

the throughput guarantee of AGs met. This can be seen

P(n-1)]

9. 3. Block diagram of the controlled system.

not active, those do not contribute & and therefore the
setting of P,.x is not unnecessarily penalized because of

ri =

Based on the above, our goal is to design a control law that
drives the transmission probability?, to the desired target
value P; ,,,, computed in Eg. (32). To this aim, we build

from Eq. (31). 3 o .
o The larger theP;, we allow, the smaller the probability of the c_Iosed loop contr_ol system.lllustrated in Figure 3, \whic
onsists of the following blocks:

skipping an Ack frame needs to be. One of the goafs )
that we have stated above was precisely to make thes H(z) represents the WLAN system. The system is con-
probability of skipping an Ack frame as small as possible, ~ trolled by P, and its output is the occupation of each

in order to minimize the disruption suffered by the DCF  Slot time (where an output of ‘1’ means that a slot time is
stations. occupied and ‘0’ that it is empty). We consider that this

occupation function is given by the average transmission
probability of the WLAN systemp?;, added to some noise
of zero mean, which we represent By.
o C(z) is the controller module. It takes the error, given by
P mae = min{ P imaz.i (32) Pt ez — Py, as input, and computes from this error the
' control signal.
« Inorder to eliminate the noise fed from into the control
signal, we introduce (following the design guidelines of

! . . ) ) [19]) a low-pass filterF'(z) to eliminate this undesired
Pimaz,i €N be obtained by imposing > R; and isolating noise. The resulting control signal free from noise is the

by from Eq. (31). Given the ,,,.i's we can then compute probability of replying a frame from a DCF station with
from Eq. (32) the value of? ,,.,. Note that this value is a an Ack, P,
y Dack-

constant that depends only on &V, configuration obtained
in the previous section.

The remaining challenge is to design an adaptive algorit
that, by observing the transmission probabilit in the
channel, adjustsP,.; such that the channel’s transmission _
probability is equal toP; ;... Note that the key advantage C) =Ky (33)
of the proposed algorithm is that, by monitoring the WLAN's For the low-pass filte'(z), we use a simple exponential
behavior, we can adjust the probability of skipping an Ack tsmoothing algorithm of parameter [21],
the minimum value that current conditions allow, and thus we
disrupt legacy stations as little as possible. Specificalbte Fout[n] = aFin[n] + (1 — a) Fou[n — 1] (34)

the foII.owing: . . . ) where F;,, and F,,; are the input and output signals of the
« With our algorithm, P, is adjusted dynamically to the fjjter, respectively.

behavior of the DCF stations. Indeed, as only the DCF gjce the output of the filteF'(z) is the probabilityP,.»,

stations currently active contribute t#;, these are the e need to enforce that it stays between 0 and 1. We do this
only ones taken into account when adjustiRg.y. by setting

o P, is also dynamically adjusted to the behavior of the
EDCA stations. Indeed, if some of the EDCA stations are Pucx[n] = max(0,min(1, Fyui[n])) (35)

With the above observations, our objective can be for-
mulated as to finding the’,.; configuration that yields a
transmission probability equal to

since this is theP, value that minimizes the degradation
suffered by the DCF stations while meeting the throughput
guarantees of all EDCA stations.

For the transfer function of the controllél(z), in this paper
nye focus on a very simple controller from classical control
theory, namely the Proportional Controller [20]:
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which generates the following clipping error where 74.¢[n — 1] is the transmission probability at this slot
. time.
= 07 17Fou, *Fou, 36 . .
eln] ma_x( m“_l( t[7])) e[} (36) Given P;[n — 1], the state probabilities at the next slot time
In order to eliminate this error, we follow the strategy of, can be computed as follows: if the station does not transmit
[22] of subtracting the error of the previous sample into th& timen—1, it stays in the same state at timgif it transmits
input of the following one. With this, Eq. (34) is rewrittess a syccessfully, it moves to state 0; if it collides it moves tats

Foui[n] = a(Fip[n] —eln —1]) + (1 — @) Fyue[n — 1] (37) i+ 1. This yields

In the analysis of the rest of this section, we assume thafin] = P;[n — 1|(1 — 74cf,:) + Pi—1[n — 1|Tacy,i—1€acs, i > 0
F,.: keeps always in the rang®, 1) and neglect the effect (40)
of the clipping error. With this assumptioi;(z) behaves as and
a first order filter with the following transfer function: 0o
F(z) = -— 7 * @g) Lol =Po[n —1](1 = Tacro) + Z: Piln = racpi(1 = Cacr)
—(1-a)z i=0 (a1)
It can be seen from the above that our control system re“eﬁere caer, the probability that a transmission at slot time
on two parameters, namely, anda. The rest of this section = 1 coﬁ{ées is given b
is devoted to analyzing the system with the goal of finding an g y

appropriate setting for these parameters. 1—Caef = (1= Pegea) (L= Taef[n—1])Neer 71 (1 = Pop) (42)
5.3 Transient Analysis of 802.11 With the above, we can compute.s[n] as follows. By
In the system illustrated in Figure 3, we need to characterigefinition,

the WLAN transfer functionH (z). To this aim, the transient Taes[n Z Piln)Tacs. (43)

response of an 802.11 WLAN system has to be studied. While

802.11 has been widely analyzed under stationary condition ) ) _
(including our analysis presented in Section 4), its trmsi  APPlying Egs. (41) and (40) td[n] in the above equation
response to changing conditions has received much less & have

tention. Indeed, although a number of papers have studied _ _
different aspects of the transient response of 802.11 [23], Po[n UL = Taero)Tacso (44)
[25], to the knowledge of the authors ours is the first attetmpt + Z Pin
analyze the transient response of the complete 802.11qmloto

under general conditioPs

Tacf[n]

UTder,i(1 = Caep)Tder,o

In our analysis, we will assume that the number of active + ZPZ'[” — (1 — Tacf,i)Tdet,i
DCF stations and the number of active EDCA stations are i=1
constant. Note that, with this assumption, the effect of all
EDCA stations can be captured with the probability that & slo + Z Picaln = Utgepi-1Cdef Tae.i
time contains the transmission of at least one EDCA station. =1
We denote this probability by cq. Recombining the above terms and considering that; =

To model the transient behavior of the WLAN our goal isy.f,;—1/2 we obtain
to compute the probability that a DCF station transmits at a

slot timen, 74.¢[n], given the transmission probability of the Tacs[n] = ZP n—1Taesi Zp rd.;.
DCF station in the previous slot timey.;[n — 1], and the P P
probability P, .. Note that in stationary conditions we will
havercf [n — 1] = Tdef [TL] + (1 - Cdcf)Tdcf,O Z R[n - 1}Tdcf,i
The key approximation upon which we base our transient i=0
analysis is the following. We assume that the relationslep b cdcf
tween the state probabilit)?; and the transmission probability + Z Filn Tdcf i (45)

Tacf Qiven by Egs. (15) and (16), which has been derived under
stationary conditions, also holds during transients. Bipatly, ~where the first term of Eq. (44) has been integrated into the

we assume that a given slot time— 1 we have first two sums of the above equation.
11— The term > Pi[n — 1|7y is by definition equal to
Tdef |1 1 Tdef, cf,i
Piln—1] = (1 o Tdet| 1} > L0 ) Tacf[n — 1]. The term}” Pi[n — 1]77,, , can be expressed as
Taes[n = 1] = 27acro follows:
Tdcf[n - 1] — Tdcef,0 >Z
) (39) = > Taefln — 1] — T,
_ _ o cf def,0
raeslr ) s 2 Pl =iy = 2 <1 - 27-d fln—1]— 27y f0>
i=0 C cf,

9. In particular, [23] analyzes a dynamic 802.11 protocolohhs different =0

from the standard one, [24] analyzes the start-up of a sireglifiersion of Tdef [n—1] — Tdef,0 ! Tdef,0\ 2
the protocol in whichCW,,,;,, = CWi,ez and [25] analyzes the recovery : 1 —2 ( 9 )
time under a disaster scenario. None of these analyses mbeetsansient Taef[n —1] Tdef,0

behavior with a transfer function that can be used for a cbiteory study. (46)
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which, solving the series, yields N
Apack Apl(n)
> 27qc¢[n — 1]72 C E H
S Pln = = Wriego 49y (2) () (2)
=0 ’ STdcf,O — Tdef [TL — 1]
/APy(n-1)
Finally, combining all the above we obtain the following B
equation which describes the system behavior under transie
conditions . . . .
Fig. 4. Block diagram of the linearized system.
Taef[n] = Taep[n — 1]+ (1 = cacs)Tacs,0Tacr[n — 1]

27acs[n — Utiep0
— (1 —=cger/2 :
( df/ )3Tdcf,0—7'dcf[n—1] )
wherecg. is a function of P, given by Eq. (42). AF(2) = HIAP(2)27" + HaAPuck(2) (54)
Note that by imposing stationary conditions (i-€sf[ —  from where, by isolating\ P, (z) /A P,.1 (), we finally obtain
1] = 74c¢[n]) the above equation results in Eq. (16), which W (2):

have obtained with the stationary analysis of Section 4.2. H(2) H,
Z) = ———
1— H1271

(48) By doing the Z-transform of the above equation we obtain

(55)

5.4 Linearized Model

The above transient analysis has resulted in a nonlindéap Stability Analysis
relationship between,.; and P,.x. In order to analyze the We now study the system when it suffers perturbations around

problem from a control theoretic standpoint, we need toinbtats point of operation and analyze the conditions that gutee
a linear relationship that can be captured by a transfettitmc |ocal stability.

To achieve this, we linearize Eq. (48) around the stabletpoin Figure 4 illustrates the linearized model when working

of operation of the systetfi around the stable operation point:

The stable point of operation of the WLAN can be ob-
tained from forcingri.¢[n — 1] = 74cf[n] in Eq. (48) and P =P + AP (56)
isolating 74.s. We express the perturb{:\tions around this point Poor = Poie + APy (57)
astqcr + At4c¢. When these perturbations are small, they can
be approximated by: Note that, as compared to the model of Figure 3, in Figure

4 only perturbations around the stable operation point are
AP, considered.
(49) The closed-loop transfer function of the system of Figure 4

wherer,.;[n] is the right hand side expression of Eq. (48). 'S 9Ven by:

The above expression provides a linear relationship betwee C(2)H(2)F(z)
Taer[n] and Py,.; however, in order to obtaiff (=) we need T(2) = 1+ 2 1C(2)H(2)F(z)
to find a linear relationship betweeh[n] and P,... We do
this as follows:

ATdcf [n} - aTdcf [n} aTdcf [n]

~ Tt N1
OTacs[n — 1] raestn =11

(58)

Substituting Egs. (33), (38) and (55) into the above yields

_0Pn] AP, [n) T(s) — KpaH,

AR~ ppm ARl =1+ gp CAPe G0 T = g a1 Sl

where which can be rewritten as

OP;[n] _ R n]  OTacf[n]  OTacpn —1] _ KyaHy 22
dP,[n—1] O7acs[n] OTacsln — 1] OP[n —1] )= st m o (60)
. Oaes[n] . (51) with
Taes[n — 1] a1 = KyaHs — Hy — (1— @) 61)
and

OPn]  OPyn] O7acsn] 52) as = Hi(1— ) (62)

0P OTye 0P, - " S
. k Taes 7] _k _ A sufficient condition for stability is that the poles of
With the above, we have the following expression for thgye above polynomial fall within the unit circléz| < 1.

relationship betweed\ P, and AP,y This can be ensured by choosing coefficiefii$, a2} of the
AP[n] = HiAP,[n — 1] + HyAPye, (53) characteristic polynomial that belong to the stabilityamgle

e [27]:
where the expressions for the coefficierfis and H, are as <1 (63)

computed from Egs. (51) and (52) in Appendix I.
ar <as+1 (64)
10. A similar approach was used in [26] to analyze RED from arobn
theoretic standpoint. a1 > —1—as (65)
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Eq. (63) is met given that —a < 1 and H; < 1. Eqg. (65) where

is met given that wo 2T
Pt,maz

(72)
—1l—-ay=-1-Hi+Ha<l—-Hi+a<a (66) . . .
Operating on the above equation we obtain

Eqg. (63) imposes the following restriction
a. (63) Imp g (1—(1—a)cosw)? + (1 —a)?sin’w=a®G>  (73)
KPQH27H17(17Q)<H1(17Q)+1 (67) . i i . i

which is a second order equation from which we can isolate

from which we obtain the following restriction oR, a:
K, < (2—@) 1+ Hy (68) B —(1—cosw)—|—\/(1—cosw)2—|—2(G;2—1)(1—Cosw)
a Hy “= G2 -1
F
As long as the configuration df,, is smaller than the above (74)

expression, the system is guaranteed to be stable. Howgyer,Which terminates the setting of.

and H, in the above expression are a function of the number Given the abover setting, we next address the configuration
of active DCF stationsN,.f, and the behavior of the EDCA Of the parameter,, in order to meet the two goals set at the
stations, given byP.,.,. These values are not known a priorP€ginning of this section. We start by analyzing the settifg
and may vary with time. K, following stability considerations.

In order to assure stability, we need to find some upperFrom a stability standpoint, we have a tradeoff between
bound for K, that guarantees stability independentof., System stability and speed of reaction to changes. Therlarge
and P, 4... This bound is given by Theorem 1 (in Appendix/<p. the fastest the system reacts to changes; howevé, if
I1), which shows that as long &, is configured smaller than IS chosen too large the system becomes unstable (as we have
K the system will be stablds}*** being a constant value S€en In the previous section). In order to determine thet righ

given by the following expression tradeoff between these two effects in the setting of ifie
‘ parameter, we follow the Ziegler-Nichols rules [20] whiate a
maz _ <2 - Oé> L+ =™ (69) Widely used to configure proportional controllers. Accagl
P o Hier to these rules, we impose that this parameter cannot ber large
than one half of the maximum value that guarantees stability

where the expressions foH™" and H3'** are given in

Appendix Il. This terminates the stability analysis. o Ko
pp y y Kp < K;tabzlzty — P2 (75)
5.6 Parameter Setting In addition to the abovek, also needs to be set according

The stability analysis conducted in the previous sectian prto the objective of eliminating the noise from the systeme Th

vides a range for the parameters values where the systenq e caused by the fluctuations Bf around frequencyy is

guaranteed to be stable. In this section we propose spec@ggl'gzdtw;? ;{EZ ”;g.tges'g:afgcs’“ t?(’)'giwgi (suc}:?l|léi'r2)r?;d§:1 the
rules for setting the parametersand K, within this range. Vol ! ' u 9 matl

The proposed rules aim &t ensuring that the system behaveg]plljt S'gnf;:’ Vrg impose as a design criterion that this gain i
stably while reacting quickly to changes, afigl eliminating no farger than-cr,

from the system the nqise caused by 'ghe oscil!ationgtoin |C(w)F(w)| = K,Gp < Ger (76)
the following, we first fixa. and then, with the given value of
a, we setk,, such that these two objectives are met. Isolating K, from the above equation, we obtain the largest

The parametery of the low-pass filter is fixed based onk, allowed by the considerations on noise,
the following criterion. The goal of the low-pass filter is to G
eliminate the fluctuations introduced to the system By K, < K;wise _ JCF
Since, with a transmission probability a?; ..., there is Gr
approximately one transmission every ..., samples, the  Finally, based on the above, we configutg as follows to
frequency that needs to be filtered out is approximately lequfuarantee that that the two objectives set at the beginrfing o
t0 27/ P; ;a2 Following this reasoning, we impose as desigthis section on stability and noise are met:

criterion that the low-pass filter reduces this frequencyaby - 4
factor G p: K, = min(K 3ttty [noise) (78)

|F(27T/Pt,maz)‘ - GF (70)

(77)

Note that the configuration proposed above depends on

With the above, the problem of configuringis reformu- the setting of two parametersy and Gor. To provide

lated as to finding the value that satisfies Eq. (70). Compini@PPropriate filtering and attenuate noise, these parameter
this with Eq. (38) yields should take small values. Furthermore, to allow sufficientl

IargeK;}‘”'Se values, Eq. (77) impos&scr > Gp. Following
these considerations, in this paper we téker = 10~2 and
Gp = 10—,

2
« 2

=Gp (71)

1—(1—a)[cosw + jsinw]
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6 PERFORMANCE EVALUATION 2 EDCA AC 1 (andlysis)
In order to evaluate the performance of DACKS, we haveg St BTSN S

(sinul ation) *

- - - . =3
performed an exhaustive set of simulation experimentstteor S sl
c ' \
o
@

simulations, we have extended the simulator used in [18]; [2
this is an event-driven simulator that closely follows tletails =
of the MAC protocol of 802.11 EDCA. For all tests, we have
taken a fixed frame payload size of 1000 bytes and the systeng .
parameters of the IEEE 802.11b physical layer [29]. For the_ “ ™
simulation results, average and 95% confidence intervakgal
are given (note that in many cases confidence intervals are to
small to be appreciated in the graphs). Analytical resuaigeh
been obtained by conducting an exhaustive search Bygr ‘ ‘ ‘ ST e
to find the largest value that meets the requirements of EDCA 2 4 6 8 10 12 14 16
stations and then computing the throughputs resulting from N

the analysis of Section 4 with thif,... Unless otherwise Fig. 5. Throughput Guarantees.

stated, we assume that all stations are saturated, i.e. they

always have a packet ready for transmission. The expergment 1.8 "N T8 (andiysis)”
from Sections 6.1 to 6.13 focus on a single EDCA Access.. ;6| 08— Lo Nogea = 10°(BraryePS) o |
Category (AC 1), while the experiments from Sections 6.175 Nogon = 16°(AnaryePe) -
to 6.19 extend the evaluation to more than one AC.

Thr oughput
o
5
¥

(sinulation) * 1

6.1 Throughput Guarantees

In our first experiment, we evaluated the ability of DACKS to
provide throughput guarantees to the EDCA stations. To thi
aim, we considered a scenario wiN.,., EDCA stations, all
belonging to the same AC (AC 1), amdl,.; DCF stations. 2 I —
The EDCA stations were given a throughput guarantee of 306 °2|
Kbps. We t00kNcgeq = Ngoy = N and variedN from 2 ol " . . T P P
to the maximum number of stations allowed by our admission Nycs

control algorithm. The results of this experiment are ilaged )

in Figure 5. Analytical results are represented with liresg Fig- 6. Number of DCF stations.

simulations with points with errorbars. An horizontal lirse

;Jhsee ?igtzrseh;)r\]/;tthe guaranteed throughput. We can observe frl%@d) and 15 (high load) stations, and varied the number of

) . . L .. DCF stations §4.f) from 2 to 20. The resulting throughputs
i) The proposed DACKS technique is effective in providingineq analytically and via simulation for EDCA and DCF
throughput guarant_ees. Indeed, we observe that fdwa"stations are given in the main plot and subplot of Figure
values, EDCA stations never have a throughput belog\’/ respectively. Results confirm the effectiveness of DACKS
. 300 Kbps. . ) in providing throughput guarantees to EDCA stations while
#) The throughput experienced by the DCF stations dﬁiinizing the disruption suffered by DCF stations. Furthere)

creases ad/ increases. Indeed, as the load in the WLANesuIts validate our analytical model also for this case.
increases, DACKS forces DCF stations to decrease their

transmission probability in order to preserve the commi%—3 Total th h
ted guarantees to the EDCA stations. ' otal throughput

iii) Analytical results follow simulations closely, which val-In addition to providing throughput guarantees, one of our
idates our analytical model. goals is also to optimize the overall throughput perforneanc

We conclude from this experiment that our goal of providin§! Order to assess the performance of &i#; configuration

throughput guarantees to EDCA in presence of DCF statio@Posed in Section 4.4, we compared the total throughput
is achieved by the proposed solution. obtained with oulCW; setting against the result of performing

an exhaustive search ovétiV; and choosing the best config-
) uration. Specifically, in the exhaustive search we evatuate

6.2 Number of DCF stations possibleCTV; values, choosing for each one the largBst;.
In the experiment of the previous section, the number tfat ensured the desired throughput guarantees, and teok th
EDCA stations has been taken equal to the number of DCHV; value that provided the largest total throughput.
stations. In order to evaluate the performance of DACKS in The results of the above experiment are depicted in Figure
scenarios with different numbers of EDCA and DCF stationg, as a function ofNe4.o = Ngey = N. We can see that
we performed the following experiment. We fixed the numbéhe total performance achieved by our configuration (pdints
of EDCA stations [NVe4..) to 5 (low load), 10 (medium follows closely the one resulting from the exhaustive dearc

oughpt?i’ per Station (
°
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Fig. 7. Total throughput. Fig. 8. Admissibility region.
! ‘ ‘ ‘ ‘ " DACKS —x—
(line). In particular, for largeN values the total throughput W thout DACKS (Optimal Configuration) o
with our configuration is almost identical to the one obtdine é 6 o W Ihout DACKS (Standard Configuration) == 4
with the exhaustive search. Note that efficiency is paridyl < : B """"" e
critical in this situation, since it is when stations reeeiv 5 e e e
smaller throughputs. We therefore conclude that, in aalditd S 4ty 0.8 )
providing throughput guarantees, our scheme is also affect "_’ N EncA ook
in optimizing the overall throughput performance in theioag & 37 “\R‘\ . '\\* 1
of interest. 5 LSO 0.4 X A
g 2 o X By e 1
o) N * i} "“\x
S Ty | S
6.4 Admissibility region E 11, ‘ MRS B LGS T i S

According to the results of Figure 5, the maximum number > ° 2 R .
of stations that can be admitted by our algorithm with a 2 4 6 8 10 12 14 16
throughput guarantee of 300 KbpsAis= 16. In order to see N

whether some setting exists that could possibly admit moréd- 9. WLAN without DACKS.

stations, we performed the following experiment. We took

N = 17 stations, and ran an exhaustive search over(thig ; h . ith ,
configuration. In order to minimize the disruption introédc DACKS outperforms the strategies without DACKS in terms

by the DCF stations, we fixe®, ., — 0. Figure 8 shows the of total throughput. Looking at the per st_ati_on throughputs
throughputs as a function @I, (obtained analytically and we see that the three approaches give similar throughput to
via simulation). We can see that there is @dV; value that EDCA stations, while DACKS provides a substantial larger
provides EDCA with the desired throughput, which confirm@roughpm to DCF St«:itIOI’lS. The reasons for this improvemen
that there is no way of admittingy = 17 stations in the are further analyzed in the next experiment.

system. We conclude that our system admits as many statigni/e further observe that DACKS allows admitting more
as possible maximizing thus the admissibility region. EDCA stations while .meetmg the throqghput .guarantees.
Indeed, up to 16 stations can be admitted with DACKS,

while only 13 and 9 stations can be admitted with the
6.5 WLAN without DACKS optimal and standard configurations, respectively. We lcoiec
In order to assess the benefits gained from DACKS, vikat DACKS benefits both DCF stations (by providing them
compared its performance against a WLAN without DACK®vith more throughput) and EDCA stations (by increasing the
configured according to the two following strategies: number of stations that can be admitted).

» Standard configuratianEDCA stations are configured
with the CW; setting recommended by the standard [.6 Collision rate

for voice traffic, which is the one that gives the highesthe reason for the performance improvement achieved with
priority to EDCA over DCF. DACKS is that, although DACKS wastes some time in the
« Optimal configuration For eachV' value, we configure retransmission of successful frames whose Acks are skigped
EDCA stations with the”'IV; setting that maximizes their | AN without DACKS wastes much more time in collisions.
throughput; note that this setting has the advantage |gjeed, in a WLAN without DACKS, the aggressiveness of
maximizing the admissibility region. DCF stations cannot be controlled and, as a consequence,
Results on the total throughput and the throuhput of EDCBDCA stations need to behave aggressively as well, which
and DCF stations are given in Figure 9. We first observe thatsults in many collisions. In order to illustrate this beba
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Figure 10 shows the collision rate with DACKS for the same _. EDCAACT T
scenario as the previous experiment and compares it againg o4l |
the collision rate for the strategies without DACKS. Thisue =~ = [ .
confirms that the collision rate with DACKS is indeed much ° [
smaller that with the other approaches. g0 R
. g
6.7 P, tuning ~o02r 1
In our system, the probability’,.,; of replying a DCF trans- £
mission with an Ack is automatically adjusted by the DACKS 3 !¢ e
controller. Figure 11 depicts the averad®., probabilies & R *
measured for the different scenarios considered in Figure 5 0 e S

We observe that (as expectelt)., decreases as the number

of station increases, which is necessary in order to provide

EDCA stations with the desired throughput guarantees.  Fig. 12. P, tuning.
In DACKS, the algorithm that adjustB, ., dynamically has

been designed with the following goals} provide EDCA

stations with the committed throughputs, amgdminimize the evolution of the control signalf(,.;) over time and compared

disruption suffered by the DCF stations. In order to vakdait against a configuration with,, set to a value 100 times

the ability of our system to achieve these goals, we perfdrm&rger. Figure 13 depicts the time plots for our configurratio

the following experiment for the scenarié = 14. We swept (straight line) and for the configuration with larggt, (dotted

along all possible values d@?,.;, in steps of 0.1. In each step,line) for the scenario wittV. = 15. We observe from the figure

we setP, ., statically to this value and evaluated the systetinat with our configurationP, ., oscillates stably around the

performance in terms of the throughput of the EDCA and theverage value, while the configuration with largéy shows an

DCF stations. unstable behavior with large oscillations Bf ;. that go from
The results of the above experiment are given in Figure 12.(where DCF stations are starved) to 1 (where DCF stations

We can observe from these results that fhg, value that are uncontrolled). These results confirm the effectiversdss

provides the desired throughput guarantees to EDCA whibeir configuration to ensure stability.

minimizing the disruption of DCF if,. = 0.65, which is

approximately the samé, . value that we have in Figure 69 |nstantaneous throughput

11 for N = 14. The resulting throughput performance for

. A . rom the perspective of the service delivered to the stgtion
this setting in Figure 11 is of about 300 Kbps for the EDC’%stem’s stability is important in order to avoid osciltats

stations and 65 Kbps for the .DCF ones, which is about_ tril the instantaneous throughput experienced by the sgation
same performance as the provided by our system accorqu 0 : i
the results of Figure 5. This confirms the ability of our syste " order to assess the impact of our closed Ioop_system onto
to optimally adjustP k instantaneous throughput, we analyzed the evolut_lonagmt
ack: over 1 second intervals) of the throughput experienced by an

- EDCA station. To distinguish the oscillations in throughpu
6.8 Stability caused by our closed-loop system from the inherent oscilla-
One of the objectives of the configuration setting computeibns resulting from the random nature of the WLAN channel,
in Section 5 is to ensure that the system is stable. In ordee compared our system against an open-loop system in which

to evaluate the stability of our configuration, we analyzeel t P,.. was set to a constant value (in particular, to the largest
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Fig. 13. Stability. Fig. 15. Changing conditions.
0.5

(Nedea = 15) which (in contrast to the previous case) triggered
the corresponding configuration update. Figure 15 depias t
time plot of the throughput of one EDCA station. As a bench-
mark to assess the response of our system, we compare the
instantaneous throughput with DACKS against that of a syste
where P,. is immediately changed to a fixed new value
upon the stations’ arrival. We observe from the figure that
DACKS reacts quickly and smoothly to the changes. This and
the previous experiments confirm the proposed configuration

Throghput per Station (Mps)

0-1r | setting in terms of stability and response to changes.
e SYDAoKs —————————
en-loop System -
o ‘ ‘ .
100 150 200 250 200 6.11 Noisy channel
Tine (s) Our analysis and simulations so far have assumed an ee®r-fr
Fig. 14. Instantaneous throughput. channel in which transmissions only fail due to collisitns

In order to gain insight into the impact of a noisy channel on

DACKS, we ran the following experiment. We todk = 5,
value that guarantees the desired throughput for EDCA)e NatO and 15, respectively, and varied the packet error rat®PE
that in the open-loop system, as the input variaBlg, is from 0 to 0.1. Figure 16 illustrates the throughputs resglti
fixed, oscillations are caused only by the random nature fobm this experiment for EDCA and DCF stations as well as
the MAC algorithm. the averageP,., values. Results show that EDCA stations

Figure 14 shows the instantaneous throughput of the abade a small throughput degradation (proportional to PER)

closed and open-loop systems for = 15. We observe that while DCF stations see a slightly larger degradation when
both systems suffer similar oscillations in the instantarse the WLAN is not stressed and an imperceptible degradation
throughput. Indeed, if we compare the standard deviatigéhen it is stressed. We further observe that the averagg
around the average, we see that they are almost identid@eps approximately constant independent of the PER. &igur
0.0334 Mbps for DACKS and 0.0337 for the open-loopl7 further illustrates the EDCA and DCF throughputs for
This confirms the stability of DACKS since no additionathe standard configuration. We observe a similar behavior to
oscillations (other than the ones resulting from the randoDACKS.

channel access) are created by the closed-loop. The above experiment raises the question of whether the
desired throughput guarantees will be met in case of noisy
6.10 Changing conditions channels. Note that this is an inherent problem of throughpu

In addition to stability, another objective of the configuragua_r"‘mteeBS 'ndEDCA mdelpendent of thhe prezence _Of lDCF
tion setting computed in Section 5 is to ensure that gpgations. Based on our results, we argue that under typia e

system reacts quickly upon changes. In order to study fffges the throughput %(Iacrease IS rf10t 5|gn|f!cant. In gasnfgrﬁl
system’s transient response to changes, we performed QREpr rates, one possible strategy for a station may be testq

fO.”OW'ng experiment. Imt'a"yv we haq the_ system opemgti 11. Another nonideal effect that could possibly happen & thcollision
With Negea = Ngep = 5. At some time instant{(= 200 is not distinguished from noise if the signal strength isobelthe carrier

seconds) we introduced 10 additional DCF stations in tl§&nse thresholc_i. NoFe, however, that a stations transmiainsu_ch a low
- At later instantf( — 300 signal strength is unlikely to send successful frames or e#sociate to the
system NdCf = 15). some la ! (= AP [30]. Following this argument, in this paper we have notsidered this

seconds) we introduced 10 further additional EDCA statiorsect.
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Fig. 16. Noisy channel. Fig. 18. Validation of the transient model.
EDCA
1.5¢ " Standard Configuration (N = 5) —— ] 6.13 Inactive stations
— Standard Configuration (N = 10) —=— .
g2 a1l Standard Configuration (N = 15) —e— | One of the design goals of the proposed DACKS scheme
2 is its ability to dynamically adapt to the number of active
5 %% ] DCF and EDCA stations. Specifically, the proposed scheme
8 0 o 2 9 ° automatically adjusts,., to the traffic actually transmitted
® DCF in the WLAN, in order to avoid degrading unnecessarily the
g 001 ‘ ‘ ‘ ‘ throughput experienced by DCF stations.
5 T e e In order to evaluate the above feature of the algorithm,
5 we performed the following experiment. We had the WLAN
° configured to supporiVeq.. = Nqcy = 16 stations, with and
F a throughput request of 300 Kbps for each EDCA station.
0 uuuuuuuuuu S S~ = = P = T— — — — — . .
0 002 0.04 0. 06 0. 08 0 01 Then, we had that out of the admitted EDCA stations, 0r_1|y
PER Ngctive Were active. Furthermore, we had a number of active
Fig. 17. Noisy channel for the standard configuration. DCF stations also equal Wtive. To understand the benefit

of adjusting P, dynamically, we compared DACKS against
a static configuration wheré’,.;, was computed in order
a larger throughput on account of the expected/measured et provide the desired throughput guarantees With., =

rate. Ngcy = 16.
Figure 19 illustrates the throughput of a DCF station result
6.12 Validation of the transient model ing from the above experiment with DACKS and with the

static configuration. We observe that DACKS achieves the
eB[)jective of minimizing the disruption suffered by the DCF
stations by avoiding skipping Ack frames when the actual
WWLAN conditions do not require it. In contrast, with the
%‘tatic configuration, Ack frames are still skipped with ahig
probability even when the actual number of active stations
is very small, which severely degrades the DCF throughput.

:ﬁ Oltjrttr?nSiebnth.?d?I and to st,irguéati?nli. qu :he Simwﬂf’i?hWe conclude that the proposed adaptive DACKS approach
€ tolal probability 1S computed by faxing Into accoun Sutperforms very significantly the static approach propose

backoff stage of each station and the corresponding transmj [4].
sion probability at this backoff stage as given by Eqg. (3).

It can be seen from the figure that, when 5 of the stations )
leave, P, drops to a smaller value as only half of the statior&14 Support for Best-Effort traffic
contribute to it. From this point on, stations suffer lesflico In order to evaluate the configuration fBest-Effortstations
sions since they compete with fewer stations, and as a regqutbposed in Section 4.5, we repeated the experiment of &igur
their transmission probability increases gradually. Weesbe 5 but with [ N/2] BE stations and N/2| DCF stations instead
that simulation results follow our model; although thereais of N DCF stations. Results are given in Figure 20. We can
large degree of variability in the simulations, caused by tlobserve from these results that the objectives set in $ectio
inherent randomness af;, the results given by our model4.5 are met. In particular, the EDCA stations with throughpu
fall within the confidence intervals of simulation resulf$is guarantees see their commitments satisfied, while EDCA BE
confirms the validity of the model. and DCF stations share the remaining bandwidth fairly, with

One of the main contributions of this paper is the transi
analysis of 802.11 presented in Section 5.3. In order tolatdi
the model proposed, we performed the following experime

five of the stations left. Figure 18 illustrates the evolntif
the total transmission probability in the channil, according
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Fig. 20. Support for Best-Effort traffic. Fig. 22. Multirate WLAN.

only a small bias towards BE stations for largé values. further note that, in case of rate adaptation, when a station
This confirms the effectiveness of the proposed configuratieshanges its physical rates, the AP needs to be updatg,.

for BE stations. to reflect the new physical rates in the WLAN.
In order to show that DACKS also works when there are
6.15 Delay Performance stations transmitting at different physical rates in the VILA

we performed the following experiment. We had:

In order to assess the delay performance resulting from , - .
DACKS, Figure 21 shows the service delays resulting from ° N 802.11g EDCA stations transmitting at the nominal
rate (54 Mbps).

the experiment of Figure 5. We observe from the figure that . .

the delays of EDCA stations always keep small regardless oft ¥ 802.11g EDCA stations trasmitting at a lower rate (12

the number of stations, while the delays of DCF stations keep Mbps). i .

small until N = 12 and grow sharply for largeN values. - IV 802.11g DCF stat!ons transm!tt!ng at 54 Mbps.

We conclude that) DACKS is effective not only in giving * V 802.11g DCF stations transmitting at 12 Mbps.

throughput guarantees to EDCA stations but also in progidin Figure 22 depicts the throughput obtained by each station

them with small delays, and) DCF stations only suffer from type. We observe thati) the throughput guarantee of 300

large delays when this is the only option to preserve the EDJ%0ps is always met by the EDCA stations, independent of

throughput guarantees. their physical rate, andf) throughput is fairly shared between
the 54 and the 12 Mbps stations. We conclude that DACKS

616 Multirate WLAN is also effective in a multirate scenario.

All the experiments performed so far considered that all )
stations are transmitting at the same physical rate. We, ndiet! TWo AC’s
however, that our approach can be used for any combinatibhe experiments performed so far involve one single EDCA
of physical rates in the WLAN, by simply taking into accounfAccess Category with throughput guarantees. To gain ihsigh
the different rates into the equations that compiitg,... We into the performance of DACKS with more than one AC, we
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Lal 'EDCA AC 1 .(anle‘ll ysis) 1 6.19 Nonsaturated traffic
: t . . . .
9 EDCA AC ‘zskg‘daf"y;ﬂ% rrrrrrrrrrr All previous experiments have been performed with all stesi
g 12} EDCA AC ésmgf;;?gg ] saturated. In order to evaluate DACKS under different taffi
s Ll oA AC ﬁsmlaftyfs?gg o] conditions, we repeated the_experiment of_the previou$osect
P (simulation) = under nonsaturation. Specifically, we considered theiotig
% 0.8f N 1 traffic models:
g 0.6k | « EDCA stations of AC 1 and DCF stations were saturated.
s e o EDCA stations of AC 2 generated traffic at a constant
2 o4t .. R : rate. The average sending rate was equal to the guaranteed
S ., e ] rate.
=E - l = e —x x « EDCA stations of AC 3 generated traffic following a Pois-
0 i — - \ . . son process with an average rate equal to its guaranteed
2 3 4 5 6 7 8 9

rate.

o EDCA stations of AC 4 generated traffic following a
Pareto process of shape 2. The average rate was equal
to the guaranteed rate also in this case.

The results obtained, illustrated in Figure 25, show that ou

conducted the following experiment. We had two AC's, thgechnique is also effective under nonsaturated conditioms

first one with a throughput guarantee of 300 Kbps and thgrticular, all the AC’s see their desired throughput gnares
second one with 150 Kbps. The number of stations of eaghtisfied independent of their arrival process.

AC and of DCF stations was taken equal Mjcqac1 =

Nedca,ac2 = Nacy = N, with N being varied from 2 to the 7 SyUMMARY AND FINAL REMARKS

maximum number of stations that could be admitted. Figure %%e EDCA mechanism of the IEEE 802.1le standard is

illustrates the throughput obtained by the EDCA stationA®f : :
1 and 2. We observe that the desired throughput guaranueesbaerwardS compatible thereby allowing legacy DCF stations

met in all cases, which confirms the effectiveness of DACKg eroperate in aW_LAN working under the EDCA m_echar_usm.
, . owever, the coexistence of EDCA and DCF stations in the
when there are two AC’s present in the WLAN.

same WLAN stations degrades performance substantially. In
particular, the presence of DCF stations jeopardizes tivicge
guarantees committed to the EDCA stations and degrades the
overall efficiency of the WLAN. The reason for this perfor-
mance degradation is that DCF stations compete with overly
To gain further insight into the behavior of DACKS undesmall CTW’s values, and these values cannot be modified since
multiple AC’s, we repeated the above experiment with 4 AC'shey are predefined by the standard.

which is the maximum number of AC’s allowed by the 802.11e In this paper, we have proposed the DACKS technique to
standard. The throughput guarantees provided to the elifferovercome the above problem. With DACKS, upon receiving a
AC’s was of 300 Kbps, 150 Kbps, 75 Kbps and 37.5 Kbpsame from a DCF station, the AP skips the Ack reply with
to AC 1, AC 2, AC 3 and AC 4, respectively. The resultssome probability. When missing the Ack reply, DCF stations
depicted in Figure 24, confirm the effectiveness of DACK&ssume that the transmitted frame collided and double their
under multiple AC's. In particular, the desired throughpuf'W. This allows having some control on the aver&g#d’’s
guarantees are always met for all AC’s. used by the DCF stations and thereby overcoming the above

Fig. 24. Multiple AC’s.

6.18 Multiple AC’s
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problem which was caused by the lack of control ondi&’s i) The chosen configuration maximizes the overall effi-
of the DCF stations. ciency; in particular, there is no other configuration that
One of the major challenges with the DACKS scheme is provides a (noticeably) larger total throughput.
the configuration of the probability of skipping the Ack repl iii) A WLAN with DACKS is more efficient than a WLAN
This probability should be configured in order to preserve that does not use the DACKS technique; specifically, the
the committed service guarantees to the EDCA stations while former provides a substantially larger total throughput.
minimizing the disruption suffered by the DCF stations. Wev) Our technique avoids disrupting DCF stations in case
argue that these goals require the skipping probabilityego b some of the (EDCA or DCF) stations are not active;
dynamically configured. Indeed, if the skipping probailit in contrast, with a static configuration DCF stations are
was statically set, we would have to choose a conservative unnecessarily starved.
configuration to avoid failing to meet EDCA service guaran-v) Our closed-loop system behaves stably (the instantaneous
tees when all stations are active. As a result, when someeof th  throughput does not suffer more oscillations than an

stations were inactive, the skipping probability would be t open-loop system) while reacting quickly upon changing
high and DCF stations would see their throughput performanc  conditions.
unnecessarily reduced. Although the focus of this paper has been on providing

The system proposed to dynamically tune the skipping proBbCA stations with throughput guarantees, the proposed
ability is based on the observation that, as long as the bverg&heme can also be used to provide delay guarantees. Indeed,
transmission probability in the WLAN does not exceed the key idea of DACKS is to regulate the DCF stations
certain threshold, EDCA stations are guaranteed to re¢ee/e to ensure that the transmission probability in the channel
committed service. Following this observation, the coi#ro does not exceed a given value. Following this, the value of
used by our system takes as input the observed transmissig® transmission probability that ensures the desiredydela
probability and provides as output the skipping probapilitguarantees can be computed based on the model of [31], and
The algorithm that we have chosen in this paper to computfen DACKS can be used to provide these guarantees.
the output control signal based on the measured input is a
very simple controller from classical control theory, ndyne
the Proportional Controller. ACKNOWLEDGMENTS
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Substituting the above in Eq. (82) we obtain where P;, 745 and P..q, are the overall transmission proba-
bility, the transmission probability of a DCF station, an t
probability that a slot time contains a transmission of arCiAD
station, respectively, at the stable point of operation.

O0Tacsn)
aTdcf [?”L — 1}

Tdef,0Tdes 1 — 1]

= 1—(1—-cqg
( cd f)37'dcf70 — Tdcf[n — 1]

O(1 — cqe i i i i
L 90 —caer) raeroraesln —1] Given the following equality, derived from Eq. (21),
aTdcf[TL— 1] _pP_P _p
2 (1= rgep)Nies = ! ! (1 edca) (93)
- 7-dcf,OTdCf [n - 1] (84) (1 - Pt)(l - Pedca)
3Tdes,0 — Tdes[n — 1] H, can be rewritten as
From Eg. (42) we have P X
q. (42) Hy = Nug Tdchdcf,02 (1 . Tdef,0 >
(1 — cacy) 1 —caef (1 —Tqc) 3Tdef,0 = Tdef
11— ~(Ngep =) (85) o B 5
Tdcf [TL — 1] 1-— Tdcj [n — ].] (1 Pt Pt(l Pedca)) (94)
Combining all the above we finally obtain the following 1= Pedca
expression forH:
H - 1-a ) Tdes0Taes APPENDIX I
v Cdef 3Tdef,0 — Tdef Eqg. (68) provides a bound for the configuration &f, that
1- ¢y guarantees the system is stable. However, this bound is a
—  (Nacf — 1)1 / (Tdcf}(ﬂ'dcf function of Ny, and P.4.,, Which are not known a priori
~ Tdef and may vary with time. In order to assure stability, we need
Tief.0Tdef to find an upper bound fok, that is independent ofV,. s
- 737,(1#0 ~ Taes (86) and P.4.. and depends only on known (constant) values. In
. _ o ) . this appendix we find a bound that meets this requirement.
which, applying again Eq. (83), can be rewritten as If we find a lower bound forH; and an uppper bound for
o Tdef,0Tdef H, that is satisfied by all possiblB. ., and Ny.¢ values, the
H = 1-—(1-chej)—"—— ) . .
3Tdef,0 — Tdef resulting upper bound oA, is conservative and surely meets
72 Eq. (68). Specifically, the resulting bound is the following
Tdcf def,0
— (Ndcf — 1) (87) min
1 —7gcp \ 3Tder,0 — Tdey 2—a\ 1+ H}
' K, < Fmaz (95)
wherer,. is the transmission probability of a DCF station at @ 2
the stable point of operation. In the following, we first provide a lower and upper bound
Next, we address the computation of an expression for the H; and H,, H{*" and Hy***, that are functionsP,g.,
parameterts: and Ng.¢, and then we find the values 6% 4., and Ng ¢ that
. OP,[n] O74es[n) - minimize H]"" qnd maximizeH3'**, respectively.
2= Bl OPauk (88) Lemma 1: H, is bounded below by
From Eg. (21) we have HM = 1—(1-— cdcf)decf,OTdcf
OP[n] (1- An])? e
tn — i n Nae 2
= ¢ 1 —74erln def 89 Tdc Tde
P TR e m U A ) (89) Ny <37 oo ) (96)
On the other hand, def \7ldel,0 7 Tdef

P in] P Proof: Since N4.; — 1, contained in a negative term, been
% — _a;icf (Tdcf,OTdCf[n —1] substituted byNy., the resulting expression is smaller and
ack ack therefore a lower bound. O
T(?cf,OTdCf [n—1] > (©0) Lemma 2: H, is bounded above by
 BTucro — Taefln — 1 ma 1—P,)? 2
s gln—1] Hper — Ndcf%u — Prdea)Taes Taef.0 <3> 97)
where, from Eq. (42), (1 = Tacs)
Dcdes N Proof: The expression ofiy given by Eq. (92) can be
OPper (1 = Pegea) (1 = Taep[n — 1])Naer =1 rewritten as
1— Pegea N TdefTdef,0 (27'dcf0_7'dcf)
= (1 = Tget[n — 1])V4< (91 Hs = Ng. : ;
1_Tdcf[n_1]( df[ ]) ( ) ° df(]-_Tdcf)2 3Tdcf.,()_’rdcf
Combining all the above we finally obtain the following (1 — P, — Py(1 — Pegea))? (98)
expression forH,: 1 — Pedca
1—P)? . From observing that
Hy, = Ndcfi( ! 5 Tdef Tdef,0 (1 L ) ving
(1 - 7—dCf) 3Tdcf,0 — Tdcf 27—dcf,0 — Tdef < g (99)
(1 - Pedca)(l - TdCf)2Ndcf (92) 37'dcf70 — Tdef 3
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min,b

and seen thatH; is also a decreasing function of; ;. In the
L= P = Pl = Poges) < (1= P)(1 — Poes) (100) following, we proof thgtH{””_““ also decreases WitV ;.

te ot edca) = ¢ edea The proof goes by induction. Let us denote hy; x the

the proof follows. 01 Tdey Value that corresponds to a givéVy.; = N and proof

We next address the behavior &f"" and Hyw* with that

Tdef,N Tdef,N+1
respectP. ., by finding the values ofP.,., that minimize N—2N > (N 1) 2L (109)
min faat max 1- Tdef,N 1- Tdef,N+1
H™™ and maximizeH"**, ) ) . .
Lemma 3: H" is minimized for P, 4., = 0. Note that, given thaf’; is constant, the following equality
Proof: From Eg. (96) we have thaf ™" is a decreasing Nolds N N1
function of 7,.; and an increasing function @f;. . (1 = 7acg,n)" = (1 = Tacy,N+1) (110)

The point of stable conditions at whidt{*"" is evaluated, fom where
we have that the overall transmission probabilfyis driven NN
to the desired?; .. value which is a known constant. Since Tacs.N =1 — (1= Taepn41) T/ (111)

the following equation holds foP; From the above we have

1— P, =(1—P)(1 = Peea)(l = Tacs)N*! + Pi(1 — Pegea) 1 — Tdef N+1 (N+1)/N
e N—T——— = (1—=(1—7q
(101)  TerN T (1= (1 = Taes,n+1) )
we have that, the largeP. .., the smallerry.;. Sincerg.s is 1 — Tdef N+1
a decreasing function af;.y, this means that,.; is larger. - Taef.N11) NHD/N
From the above, we have thaf™" is an increasing — a-@ ’ (N+1)/N)
function of P.4., and therefore takes its minimum value with = (- _1Tdcf’N“)
the smallest. 4., possible, i.e.P.q.. = 0. The proof follows. . Vi (112)
. (1= Tacp,n+1)Y
Lemma 4: H*** is maximized forP,.q., = 0. from where
Proof: From Eq. (92) we have 1 — Taef N+1 1
, Tdef,N ’ =7 5 — (1= Tdes,N+1)
Hy=K-HS - HY (102) —Tacg,N (1= Tdcf,N+1) (113)
where K is a positive constant and Note that
—— >1+ka 114
HY = = Tdef E (103) (1—a)* (114)
— T
ael hods fora > 0. This is proved similarly to the Bernoulli
HY =1 - Poyeq (104) inequality [32]; consider the function
HS is clearly an increasing function af;.;. As we have fla)=1—a)™*-1-ka (115)
seen that,.; decreases wittP. 4., this implies thatF$ will Its derivative i 't
take its maximum value with the smalleBt,., possible, i.e., s derivative 1S equal to
Pegea = 0. / = 7]6 —
HY is a decreasing function oP,4., that also takes its fila) = (1 —a)ktl K (116)
maximum value withP,;., = 0. The proof follows. O \which satisfies
With the above, we have an upper bound fg which f'(a)>0,a>0 (117)

is independent of.4., but still dependent onVy.;. In the
following, we setP,,4., to the values given by the above two f(a) <0,a<0 (118)
lemmas and find the values of,.; that minimize H*" and
maximize Hy***, respectively.
Lemma 5: H™™ is minimized forNg.; = 1.
Proof: H{" can be rewritten as

meaning that we have a global minimum fer= 0. Since
f£(0) = 0 this implies f(a) > 0 for a« > 0 which proves Eq.
(114).

Applying Eq. (114) to Eq. (113) yields

Hmin — 1 gmina . gminb | prmin.e (105) 1-— 1
1 1 1 1 TdcnyM21+7Td6f,N+1_(1_TdCf!N+l)
where o 1= Tacr.n N (119)
min,a def,00dcf
Hy =(1- Pt)Packﬁ (106) from where
5 ' ’ 1 — Tdcf N+1 N + 1
. 72 . ) > . 120
HMmb . def0 (107) Tdef. N Tacf,N N Ter (120

3Tdef,0 = Tdef
Recombining the above terms we have Eq. (109), which

(108) proves thatH!""™“ is decreasing.
With all the above we have thali*™" is an increasing
Sincer,.; and P, decrease withVy., it can be seen that function of N4.; and therefore takes its minimum value when
H""™" is a decreasing function a¥,.;. Similarly, it can be Ng.; is minimum, i.e.Ng.; = 1. The proof follows. O
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Lemma 6: H3*** is maximized forNg.; = 1. Albert Banchs received his Telecommunica-
Proof: Hy*** can be rewritten as tior]s Engineering deg_ree_ from the Polytechnical
University of Catalonia in 1997, and the PhD
maz __ . gmaz,a  prmaz,b degree from the same university in 2002. His
Hy"™" =K - H, H, (121) Ph.D. received the national award for best the-
. sis on broadband networks. He was a visitor
where K is a constant and researcher at ICSI, Berkeley, in 1997, worked
mas.a 1 for Telefonica 1+D, in 1998, and for NEC Europe

) e (122) i
2 1— Ltd., Germany, from 1998 to 2003. Since 2003,
Tdef he is with the University Carlos Il of Madrid.
min.b Tdef A. Banchs authors over 50 publications in peer-
H)""" = Ngey——— (123) reviewed journals and conferences and four patents (two of them
1- Tdef granted) He is associated editor for IEEE Communications Letters and

maz.a maz,b as been guest editor for IEEE Wireless Communications and Computer
Since H, and H, are decreasing functions OfNetworks He has served on the TPC of a number of conferences and

Ndcf, H;naﬂf takes its maximum value WheNdcf is mini- yvorkshops'lncludlng IEEE Inf_ocom, IEEE ICC and IEEE Globecom, and
mum. The pl’OOf follows. 0 is TPC chair for European Wireless 2010.

The combination of all the above lemmas leads to our final
result included in the following theorem.

Theorem 1:The system is guaranteed to be stable as lonpg
as K, is configured smaller than the following expression

2 1 + Hmzn
Ko = 124
()
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where H™ and H3*** correspond to the expressions give
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