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Abstract— The EDCA mechanism of the 802.11e standard
provides QoS support through service differentiation, by sing
different MAC parameters for different stations. The configu-
ration of these parameters, however, is still an open reseah

challenge, as the standard provides only a set of fixed recom-

mended values which do not take into account the current WLAN
conditions and therefore lead to suboptimal performance. t this
paper we propose a novel algorithm for EDCA that, given the
throughput and delay requirements of the stations presentn
the WLAN, computes the optimal configuration of the EDCA
parameters. We first present a throughput and delay analysis
that provides the mathematical foundation upon which our
algorithm is based. This analysis is validated through simlations
of different traffic sources (both data and real-time) and EDCA
configurations. We then propose a mechanism to derive the
optimal configuration of the EDCA parameters given a set of
performance criteria for throughput and delay. We assess th
effectiveness of the configuration provided by our algoritim by
comparing it against ) the recommended values by the standard,
#i) the results from an exhaustive search over the parameter
space, andiii) previous configuration proposals, both standard
and non-standard compliant. Results show that our configuréon
outperforms all other approaches.

|. INTRODUCTION

HE IEEE 802.11e supplement [1], included in the new
revision of the 802.11 standard [2], provides wireless
local area networks (WLAN's) with Quality of Service (QoS)

support in the two access mechanisms specifiedetitenced
Distributed Channel Acceq€DCA) and theHCF Controlled

Channel Acces§HCCA). Our focus is on the former, which

is an extended version of the widely-support@itributed
Coordination FunctionNDCF) mechanism.

When deploying an EDCA WLAN, the main challenge is
the configuration of the contention parameters, as the atend
provides only a set ofecommendedalues. However, using
this configuration for every scenario, regardless of, dle,
number of stations or the traffic patterns, leads to sub@tim
performance in most circumstances. Therefore, a configuarat
mechanism to derive the contention parameters is needed.
Furthermore, this mechanism should not be based on hesristi
but rather on an analytical model that provides strong mathe
matical foundations in order to guarantee optimal perforcea

In this paper, we build upon our previous work to achieve
a two-fold objective:

o First, we present a novel analytical model of EDCA
performance that accounts for generic saturated and non-
saturated sources, and provides as performance figures the
average throughput, average delay, and standard deviation
of the delay. To our knowledge, this is the most complete
model of EDCA proposed to date and the only one that
has all these features.

« Second, we use this new analytical model to develop a
configuration mechanism for the parameters of EDCA
that, taking as input the traffic requirements from both
real-time and non-real-time stations, outputs the configu-
ration that maximizes performance: it admits as many
real-time traffic stations as possible while optimizing
non-real-time throughput. To the best of our knowledge,
this is the first approach to configure EDCA that covers
all traffic types and is sustained analytically, thereby
guaranteeing optimal performarice

Similarly to DCF, the EDCA mechanism is based on The rest of the paper is structured as follows. In Section II
the carrier sense multiple access with collision avoidan¥¢ review the state of the art. In Section Ill we describe
(CSMAI/CA) protocol. The main difference is that in the nevpur analytical model and validate it through exhaustiveusim

standard different stations may contend with differentigalof
these parameters, leading to statistical service differton

lations. The optimal configuration mechanism is introduced
in Section IV, along with the results from the numerical

among flows (numerical values are provided in, e.g., [3)-[6]s€arch to prove the effectiveness of our algorithm as wedl as
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comparison against previous approaches. Finally, coimgjud
remarks are given in Section V.

Il. STATE OF THEART

In this section we present the state of the art. We first
summarize the behavior of the EDCA mechanism and then we
review previous analyses and approaches to configure EDCA.

INote that the analytical model requires a series of assomgtiTherefore,
when we use the term “optimal configuration” we are referring the
configuration that provides the best performance accortiirthis model.
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A. IEEE 802.11e EDCA When the station gains access to the channel, it is allowed

This section briefly summarizes the EDCA mechanism ) reta?n _the right to access it for a duration equal to the
defined in the 802.11e standard. EDCA is a CSMA/CA-bas#@nsmission opportunity limit parametér ¥ OF;). Note that
protocol that extends DCF by means of the parameters udB Impact of theT'XOP; parameter is typically small in

to access the channel. The channel access is regulated byQfAg Provisioned scenarios, as real-time traffic pararaete

Channel Access Functions (CAFs). To transmit its framelésqa”y set such th_at queues never grow above one packet,
}gle for data traffic this parameter is set such that only

each CAF executes an independent backoff process that" X : . .
regulated by a number of configurable parameters. For fae packet is transmitted upon accessing the channel td avoi

configuration of these parameters, the standard groups fi9rading the delay performance of real-time traffic. Roily

CAFs by Access Categories (ACs) and assigns the safli$ '€asoning, in the rest of this paper, we concentrat@ien t
configuration to all the CAFs of an AC. In this paper w@nalysis of the other three parameter$i(;*", CW;"**, and

assume for simplicity that each station runs only one CAF ar‘ﬂleSi)'
therefore use the terms CAF and station interchangéably
A station of an Access Category (AC' i) with a new B- Related Work
frame to transmit monitors the channel activity. If the alin ~ There are several analytical models of EDCA performance
is sensed idle for a period of time equal to the arbitraticavailable in the literature [7]-[20]. However, most of them
interframe space parameter of this AGI('S;), the station [7]-[14] are based on the unrealistic assumption that aH st
transmits. Otherwise, if the channel is sensed busy (eitt@ns always have packets ready for transmission (commonly
immediately or during thedI F'S; period), the station con- referred to assaturation conditions While this assumption
tinues to monitor the channel until it is measured idle for amay be reasonable for data traffic, it does not hold for real-
AIFS; time, and, at this point, the backoff process starts. Tliene traffic. On the other hand, previous approaches asgumin
arbitration interframe spacél F'S; takes a value of the form non-saturated conditions [15]-[20] are typically validlyon
DIFS +nT,, where DIF'S and T, are constants dependenfor Poisson arrivals and fixed length packets. In contrast
on the physical layer and is a nonnegative integer to these previous papers, our analysis does not make any
Upon starting the backoff process, the station computesagsumption about the arrival process and allows for vaiabl
random value uniformly distributed in the rangle CW; —1), packet lengths.
and initializes its backoff time counter with this value.éTh The analysis presented in this paper combines and extends
CW; value is called the contention window and depends @ur previous work, providing the most comprehensive aiglys
the number of transmission attempts for the current frante. 8f EDCA to date, including generic traffic sources as well
the first transmission attempfV; is set to be equal to the as the relevant metrics for data and real-time traffic (ngmel
minimum contention window paramete€(V;""). As long throughput, average and standard deviation of the delay). |
as the channel is sensed idle, the backoff time counterparticular, the analysis extends our previous work as \iddlo
decremented once for each time inter¥al « In [20], we presented an analysis of EDCA under non-
When a transmission is detected on the channel, the backoff saturated traffic conditions to model throughput and aver-
time counter is “frozen”, and reactivated again after the age delay. In this paper we also account for the standard
channel is sensed idle for a certain period. This period is deviation of the delay.
equal toAIF'S; if the transmission is received with a correct « In [13], we analyzed the average delay performance of
Frame Check Sequence (FCS). Otherwise, this period is equal EDCA. While [13] is limited to saturation conditions, the
to EIFS—DIFS+AIFS;, whereEIFS is another constant present analysis also considers non-saturation traffic.
dependent on the physical layer. o In [21], we analyzed the standard delay deviation when
As soon as the backoff time counter reaches zero, the station there is only voice traffic present in the WLAN. In this
transmits its frame in the next slot time. A collision occurs  paper we extend this analysis to the case where there are
when two or more stations start a transmission simultane- multiple ACs.
ously. An acknowledgment (Ack) frame is used to notify The differences between the model presented in this paper
the transmitting station that the frame has been succéssfnd previous work are summarized in Table I. We observe that
received. If the Ack is not received within a timeout, theiista the proposed model is more complete than any of the previous
assumes that the frame was not received and reschedulespiagels.
transmission by reentering the backoff process. After eachonly recently has the challenge of configuring the EDCA
unsuccessful transmissio@WV; is doubled, up to a maximum parameters been addressed [7], [21]-[27]. However, the ex-
value given by theo W™ parameter. If the number of failedisting approaches suffer from major drawbacks. Our previou
attempts reaches a predetermined retry lijtthe frame is works of [7] and [22] are restricted to data traffic, while our
discarded. works of [21] and [23] are restricted to voice traffic. The
2Note that, following [7], the analysis here could easily léeaded to the works of [24] and [25] Only COUSIder two traffic types_, voice
case of multiple CAFs per station. and data, and do not allow different types of real-time and

3according to the IEEE 802.11e standard terminolady,/'S; = STFS+ non-real-timé traffic. The default configuration recommended
nTe, where DIF'S = SIFS + 2T, andn > 2. Without loss of generality,
in this paper we use the simplified notatietV F.S; = DIFS + nTe., with 4Throughout the paper we will use the terms “data” and “naai-tiene”
n > 0. interchangeably.
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TABLE |

COMPARISON BETWEEN THE ANALYTICAL MODELS OFEDCA PERFORMANCE

| | Ours [ [7]-11] [ [12], [13] [ [A7], [19] [ [15] | [16] [18] | [20] | [21] |
v

CW v v v v v v v
AIFS v v v v . v .
Average Delay v . v v . v v
Standard Dev v . . . v
Non-saturation v v v v v
Generic source§ V' . v .
TABLE II . .
Table 1. In particular, our analytical model takes the daling
NOTATION USED IN THE ANALYSIS. . .
input variables:
\]?fiable Bescgptio?m o The number of ACs in the WLANX).
umper o S . .
s Number of stations ofAC' i o The_ number of' stations of each A@;(is the number of
l; Average length of frames from\C i stations of AC' 7).
A LargestA; in the WLAN The average sending rate of the stations of each AL (
pi Average sending rate ol "' i their frame length distribution, and the average frame
Ti Transmission probability of a station ofC' ¢ 9 ! 9
T Throughput of a station ofiC' i length (). _
A(kA ) getboftﬁCtS_ Wlth?itﬁllf N t ’ The configuratio CW/™" m;, A;} of each AC, where
p(Ag rob. that in a slot only seh; can transmi s . maz _ om; min _
given only the seth,, can transmit m, is defined such tha®' WV, = 2" CW/™", and 4,
p(ts) Probability that a slot is &-slot such thatAIF'S; = DIFS + A; T..
ple|ty) Prob. that ak-slot is empty .
p(e) Prob. that a slot is empty and prowdes_ as output the throughput, average delay and
p(ss) Prob. that a slot contains a success4af' i standard deviation for each AC.
pEC)) Effflt_)-_thata?f)tfcontal?s a fgg'sc'on Note that our model can be applied to analyze generic
plcg ollision pron. of an attemp 2 P .
p(s) Prob. that a slot Contains a SUCCess source models. The o_nIy restrlct|0r_1 imposed on _the sources
p(si|Ap) | Prob. that a slot contains a successAdt' i is that they are ergodic, as otherwise the analysis could not

rely on the stations’ average sending rate.
Our analysis is based on the following definitions:

by the standard [2], the one recommended in [26] and theDefinition 1: A slot timeis the time interval between two
adaptive mechanism of [27] consider all traffic types, beyth consecutive backoff counter decrements of a station witki-mi
are based on heuristics and therefore do not guaranteealptimal AIFS; (i.e., DIFS). We say that a slot time is nonempty
performance. Indeed, the performance evaluation conductghen it contains a collision or a successful transmissiah an
shows that our proposal substantially outperforms these pthat it is empty otherwise.
vious proposals. Definition 2: A slot time is ak-slot timeif it is preceded

In addition to the above, a number of modifications of they & or more empty slot times.
EDCA protocol have been recently proposed [28]-[32]. TheseDefinition 3: The saturation rateof an AC is the rate that
proposals have the major drawback of not being standat@é stations of this AC would obtain if they always had a
compliant and requiring modifications to the hardware arghcket ready for transmission.
firmware of the wireless cards, which challenges their irakt  Based on these definitions, our analysis relies on a number
deployment. The proposal in [28] applies only to one AGef assumptions. First, we make the following two key approx-

while the one in [29] supports only voice and best effofinations around the notion of saturation rate to compute the
traffic. The approach proposed in [30] prevents data stsitiogations’ rates in the WLAN:

from transmitting when the contention level exceeds a terta
threshold, which has the shortcoming of starving them.IRFina
the approaches of [31] and [32] are based on heuristics;
our simulation results show that our approach, even without
introducing modifications to EDCA, clearly outperformsitne

o As long as the average sending rate of the stations of
a given AC falls below their saturation rate, we assume
that the stations of this AC see all their packets served
(i.e., their transmission queue never overflows). We refer
to such an AC as aon-saturatedAC.

o On the other hand, if the average sending rate of the

lll. PERFORMANCEANALYSIS stations of the AC exceeds the saturation rate, we consider
In this section we consider a WLAN operating under the that the stations of this AC always have packets ready

EDCA mechanism and analyze the throughput and the delay for transmission (i.e., their transmission queue never

of each AC in the WLAN. empties). We refer to such an AC saturated

In addition to the above two approximations, our analysis
A. Definitions, Terminology and Assumptions further relies on the following additional assumptions evhi

In the following we present the key definitions, terminologyfave already been used in previous works in the literature:
and assumptions upon which our analysis is based. A summary Backoff times follow a geometric distribution (i.e. a
of the notation and variables used in the analysis is pra\iide station transmits upon decrementing its counter with an



4 IEEE TRANSACTIONS VEHICULAR TECHNOLOGY, VOL. X, NO. X, MONH YEAR

independent probability). This assumption was first used ... [nonempty nonempty| | nonempty ot
in the analysis of [33] for 802.11 DCF, and since then times
it has been used in most of the analyses of EDCA (see - T Oslot
e.g. [8]-[10]). Even though backoff times actually follow " 1shot
a uniform distribution, all these works have shown that . Lo
this assumption leads to accurate results. tmes

o Each packet transmission attempt collides with an in- T, backoft
dependent probability. This assumption, initially used YR R i e pevabiyet 57 deferge
in [34], has been the basis of most of the WLAN *=2

performance analyses so far. . _ N o _
e The Iength of a slot time can be modeled with a randofi9- - k-slot timesand probability of transmission (example with= 2).
variable that depends only on the stations that could po-

tentially transmit in this slot time. This is also a common

assumption when analyzing the delay performance 8¥c|_usive_ly on th_e backoff proc_esﬁg’lmsat also z_;\ccounts for_
EDCA (see e.g. [11]). the inactivity periods of the station caused by its queuadei

o Finally, at each transmission attempt the packet Ieng‘ﬁﬁnpty' The following Iemmg let us compute theOf. anon-
follows a random variable that depends only on th\g’aturated AC based on varla_bles that, as shown in Appendix,
consideredAC' i. This assumption is necessary for th&2n Pe expressed as a function of tis andp(c;)’s.
tractability of the analysis, and has been used and showr-€MMa 1:The r; of a non-saturated AC is given by
to be accurate in previous analyses dealing with variable pi(1 = ple)B+Y) (p(s)Ty + p(e)Te + p(c)T,)

nonsat __
i - L A "
Li(1—7)m™ IZk:Aip(Ak)HjeAk\i (1—Tj)(12)

packet lengths in WLAN (see e.g. [20], [34]). Ti
We build our analysis upon the variabtg defined as the

wherep(s), p(c), andp(e) are the probabilities that a slot time
contains a successful transmission, a collision, or is gmpt

probability that a station ofAC' ¢ transmits upon a backoff
respectively, andl’;, 7., and T, are the average slot time

counter decrement. Note that, since a station with= &k

starts decrementing its backoff counter only aktermpty slot

times following a nonempty slot time, we see that the backqff, ations in each cas@\, is the set of ACs withd; < k,
counter decrements of this station coincide with the botieda andp(Ay) is the probability that a randomly chosen slot time
of the k-slot times Therefore, a station ollC 4, with A; = k, is allowed for transmission to the SAt,.

transmits in ak-slot time with probability 7;, and does not With the above, we can express thes as a function of

transmit in any.other SIOF time (see Fig. 1). the rest of ther;’s and p(¢;). In order to build a system of
In the following, we first analyze separately the of a equations, we need to express;) as a function of the rest

saturated AC and the; of a non-saturated AC and combingy¢ e s \We computep(c;) as a function of the probability

both analyses to compute the values of all the ACs in of an emptyk-slot time(denoted byp(e|t;)) as follows. Ak-

the WLAN. Then, based on these values, we calculate gy tjmejs empty as long a#) the considered station does not

throughput and delay performance of each AC. transmit, andis) no other station transmits. The latter can be

expressed as a function pfc;) by noting that the probability
B. Point of Operation of the WLAN of a collision corresponds to the case when some other istatio
éransmits. Thus,

We first compute the point of operation of the WLAN a
given by the transmission probabilitiess of all the AC’s. We plelts) = (1 — ) (1 — p(cs)) A3)
start with the case of a saturated AC [13]. With the assumptio
that each transmission attempt collides with a constant awdlich yields
independent probability, we can model the behavior of this plelty)

AC with the same Markov chain as Fig. 5 of [35]. Then, the plei) =1- 1—7 )
probability that a station of a saturated AC transmits upon

a - . L
backoff counter decrement can be computed by means of th(l:\IOW let us focu; onthe pr_obabmty that a 9"’@‘3"" _tlmels
following equation given by [35] empty. If the previoug-slot timewas nonempty, in thig-slot

timeonly the ACs withA; < k& may transmit. If the previous-
e slot timewas empty, the giveh-slot timeis preceded by + 1
sat _ 2(1—2p(c) A—p(e)) ™) i ich i initi
TP = G e TN T Y R ey or more empty slot times, which is exactly the definition of
owrm A= Gple)™ ) -ple))+ U -2p(e) (L mple) ™)+ (k+1)-slot time and therefore such faslot timeis empty with
probability p(e|tr+1). Applying this reasoning (see Fig. 2),
can be written as

FOW T 2mip(c;)mi T (1—2p(ci)(1_p(ci)R—mi§

wherep(c;) is the probability that a transmission attempt of 8(€|tk>

station of AC' i collides. .
tr) =(1— t 1—7;)" t t
We next focus on the analysis of a non-saturated AC. Th]é(e| k) = (1= plelts)) !_A[ (L=75)" + pleltu)plelti+1)
goal of this analysis is to compute the probability that a-non Je (5)

saturated station transmits in a slot tim@?"s**. Note that,
in contrast to ther; of a saturated station which depends >The proofs of all lemmas are derived in the Appendix.
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sending rates. This last scenario represents a stable solu-

" " tion, and therefore the values from this step give us the

L I throughput that each AC will obtain in the WLAN under
CE P f o Ossbot stationary conditions.

i M R times Note that, as the number of ACsV] is limited to 4 by
' — b ' —— . 1-slot the standard, the above procedure requires in the worst case

times that we resolve at most 4 times a system of no more than 4
) ‘ =N ﬁniost equations, and therefore the computational complexitgus |
nonempty only AC's of set  empty 2-slot
Aqmay transmit time C. Throughput and Delay Analysis

Once the values;’s have been derived, we can analyze
the throughput and delay performance of the WLAN. More
specifically, in the following we analyze the average thimug
put, the average service delay and the standard deviation of

Note that, ifA is the largest4, in the WLAN, in a A-slot the delay. o _
timeall stations may transmit, therefore the following equatio 1he throughput:; is given by the following lemma

Fig. 2. Probability of an emptk-slot time (example withk = 1).

holds Lemma 2:The average throughpui a station fromAC i
plelta) = H (1— 7)) ©6) experiences is given byA
JEAA re— li Zk:Ai p(Ak)p(SZ|Ak) (7)
Starting fromr; Vi, with (6) we can computg(e|t ). Then, " p(8)Ts +p(c)Te + ple)Te

with (5) we can computg(e|ta—1). Applying this recursively, wherep(s;|Ay) is the probability that, given only stations form
we can computep(elty) Yk. Then, p(c;) can be computed set A, can transmit, there is a successful transmission from
using (4) and, finallys; can be obtained from (1). AC i

We next combine the analyses for a saturated and a nonwe next compute the delay performance of the WLAN. For
saturatedAC' in order to obtain all ther;’s in the WLAN  this purpose, we defing, , as the average backoff counter
under stationary conditions. From the above we have a methgsfore retryr, Tsilot . as the average duration ofkaslot time
to compute ther; of a saturated and of a non-saturated AGh which the considered station ofC' i does not transmit,
the remaining challenge lies in determining which ACs amiglter_mk and Tiizter,k as the average durations of the time

saturated and which are not. For this purpose, we procagstween twdk-slot timeswhen the considered station transmits
step by step as follows: and does not transmit in the first one, respectively, @R
« In the first step, we consider that all ACs are saturate@nd7. ; as the average durations of a slot time that contains a

Note that, from (1) and (2), we can express eaclof success and a collision involving a stationAf" i. In Figs. 3
a saturated (or non-saturated) AC as a function of @nd Fig. 4 we illustrate these delay components for a given
the 7;'s. Therefore, we have a system &f non-linear sequence of slot times. Based on these variables, lemma 3
equations on the;’s that can be resolved using numericaprovides the average value of the detay
techniques. Once the; values have been derived, we Lemma 3:Theaverage delagxperienced by a non dropped
compute the throughput of all ACs by using Lemma 2 ifacket of a station oAC' i is given by

Section III-C. We next compare the throughputs against R

the sending rates. If the throughput of an AC is larger ¢, = - ! : Z(l — ple)p(e)? (GT.i+
than its sending rate, we consider from this step on that > =01 = ple))p(ei)? =5

this AC is not saturated, and move it to the set of non- j

saturated ACs. TS-,i + Z (Tiinter_tm,k + Biﬂ” (Tsilot,k + Tiinter,k))) (8)

« In the second step, we take the new sets of saturated and —0 )
non-saturated ACs resulting from the first step and repeattinally, the following lemma gives the value of the standard

the throughput computation. Next, we compare again tiféviation of the delay. o o
throughputs obtained in the previous step for the saturated-€mma 4: The standard deviatiorof the delay is given by

ACs against their sending rates, and move those ACs R 1 _ pleNoleV El(d: )2
whose throughputs are larger than their sending rates to o = 20 = pleple) Bl ‘Z’J) ] —(di)*  (9)
the set of non-saturated ACs Zj:()(l —p(ci))p(c;)!

« The above is done iteratively until the resulting throughyhered, ; is the delay that a frame fromcC i suffers in case
puts of all the saturated ACs are smaller than thejt ; retries.

SNote that an AC that was not saturated in the previous stepnemar “Given the average delay and its standard deviation, it isiplesto provide
become saturated again. In fact, if such an AC always hadefmckady for guarantees on the delay distribution by means of the Chebystequality
transmission, it would obtain a throughput even larger tinathe step where [36]. In this paper we do not further discuss this and simpguane that the
it became non-saturated (since in the current step theréeaser saturated average delay and the standard deviation are sufficientdeida real-time
ACs). traffic with the desired service guarantees.
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di;
retry 1 retry j-1 retry j
revious ; ; ; ; ; . L.
ppacket Toter_txk Tsotk Tinterk Tsiotk ==+ Tinterk | COMlision | ... | collision | ... | success
g —~
Bio k-slot times Bi; k-slot times
Fig. 3. Average delay components for the casg oétries.
3 Analysis, AC 1
nalysis, AC
collision nonempty nonempty slot s Analysis, ,(:Icmz) N ]
times 2 - ~(sim) <
.§ Analysis, ?C?; R
2-slot £ sim *
tin?eos S 2r Analysis, é—\cﬂ), 1
N 7N A =1 sim o
Tc Tlinteritx,k Ti Tlinter,k ?,
. ) slot,k ) 5 15 |
Tlslot,k Tlinter.k:0 Tlslot,k o
=
5 ir
3 *:
° . x «
Fig. 4. Components of the delay (example with= 2). F o5} x ~
0 - L L L L L
. . 8 16 32 64 128 256 512 1024
The above lemma terminates our performance analysis of oWt

EDCA. The following section is devoted to the assessment "

of its accuracy under different traffic sources and EDCAig. 5. Validation of the throughput model for a scenariohwdt ACs, each
configurations using a differentAI F'S and CW configuration.

D. Performance Analysis Validation 2) V_oice traffic: Next, we _validate the accuracy of_our
analysis by comparing analytical results against simaatin

We validate the accuracy of the model by comparing the ag-scenario where only voice traffic is present. Following the
alytical values against those obtained by means of sinanisti pehavior of standard PCM codecs (e.g., G.711), voice ssurce
For this purpose we have implemented the 802.11e EDGfdnerate one 80 byte packet every 10 ms.
protocol in OMNeT+#. The source code of our simulations is Figs. 6 and 7 plot the average and standard deviation
available in our websife The simulations are performed for agf the delay, respectively, for different configurationsthé
WLAN with the MAC layer parameters of IEEE 802.11b [37] 'y, ;. parameter and different numbers of voice stations.
We assume a channel in which frames are only lost duetfie three values chosen for the number of voice stations,
collisions. The queue size of all of the stations is set equalc {10, 15,20}, correspond to a low, medium, and heavily
to 100 packets. For the simulation results, average and 9%J4ded WLAN, respectively. We observe that the analytical
confidence interval values are given, although in many cas@sults match the simulations remarkably well, which condir
confidence intervals are too small to be appreciated in the accuracy of our analysis.
graphs. The values obtained analytically are plotted viites,  \ve observe from Fig. 6 that the evolution of the delay vs.
and the simulation results are plotted with points. the CW shows a non-monotonous behavior. Indeed, there is

1) Data traffic: First, we analyze our throughput model forat first a steep decrease of the delay, reaching the minimum
the case when only data traffic is present in the network, witlalue, and then there is a slow increase. This is caused s®cau
no delay requirements. We have taken a fixed frame payloafih smallC'WW values, there are many collisions in the WLAN
size of 1500 bytes angh; = 5 (i.e., CW;"** = 2°CW;"™).  which causes congestion. When using largs#’, collisions

We consider a scenario with 4 ACs, € {1,...,4}, take place less frequently and the WLAN moves out of a
with n; = 2 stations each, sharing the channel with aongested situation; the steep decrease correspondssto thi
different CW;/"" and AIFS; each. Specifically, we take change from congestion to out of congestion. Then, after
Cwmin = 2-1CWmin for i € {2,3,4} and A; = i — 1 for  reaching the minimum value, there is a “graceful degradatio
i € {1,...,4}. Results are given in Fig. 5. The simulationf the delay, caused by the use of larger backoff counters tha
performed validate our model for data traffic, as simulatiomeeded to prevent congestin
results match the analytical ones well. 3) Voice and data traffic:Next, we validate the model for

the case of a WLAN operating with both data and voice traffic.

8http://www.omnetpp.org
http://enjambre.it.uc3m.es/ ~ ppatras/owsim/ 10For a detailed analysis of this behavior, see [21].



SERRANOet al. OPTIMAL CONFIGURATION OF 802.11E EDCA FOR REAL-TIME AND DFA TRAFFIC

‘ ‘ 100 T T
14| Analysis N=10 1 Voice, Agaa = 1
Analysi IEISIT&% ’ e ‘
ysis N=15 - L Data, Agarg =1 ——- : b
1L B x ~ (sim) s ] 80 datasim) ; ;
- Analysis N=20 -~ Voice, Agaa =5 -
. * L A . /
w0} B = (sim) x (sim) = o
2 - % 60 | Data, Aggn=5 .
£ sl £ (sim) =
z § '
3 6 8 o} Rt
o %
4 T
20 t T ]
, L
- ® - . 4
0 A L L L L o g T 4oneme Ao Ao * !
8 16 32 64 128 256 512 2 4 6 8 10 12 14 16 18 20
cw n

Fig. 6. Validation of the average delay model for a voicefizaécenario Fig. 8. Validation of the average delay model for a mixed acenwith
with different configurations of th€'W used. voice and data stations and differeAf F'S' differentiation.
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. P . Fig. 9. \Validation of the average delay model for a mixed acenwith
Fig. 7. Validation of the model for the standard deviatiortted delay under voice and data stations and differefity’ differentiation.

voice traffic and differentCW configurations.

. . . The results for the average delay are shown in Figs. 8 and
The validation is performed using two ACs, both with the SaME As the results from the analytical model closely follove th

number of stations: , , .

) _ ) ) simulation values, we conclude that the proposed model is

« The first group (voice stations) transmits 80-byte packejglid also for this case. It is worth remarking the degree of
every 10 milliseconds. service differentiation that thel/F'S and C'W parameters

« The second group (data stations) transmits according t@vide: for the case oftIF'S, the differentiation is strong
Poisson process with an average rate of 500 Kbps and By when there is enough traffic on the WLAN (i.ex;
packet lengths derived from the measurements in [38]is relatively large). On the other hand, th&V parameter

For validating our model, we perform the following experprovides a larger level of differentiation.
iments: The evaluation of the analysis of the standard deviation of

« First, an experiment to validate the analysis of the dif® delay is depicted in Figs. 10 and 11. As in the previous

ferentiating effect of theA/ 'S parameter. To this aim, CaS€; the model follows closely the simulation results,civhi

both ACs have the same contention window configurati&?nﬁrms the validity of our analysis for this performance
CWnin = 32, m = 5. Regarding thed, parameter, the metric as well. We further observe that, compared to the

voice AC is always configured withl; = 0, while for average delay, the standard deviation is more sensitivheto t
1 T ’

the configuration of the data AC we use two differerficrease in load. _ _
values:4; = 1 (small differentiation) and4; = 5 (large ~ 4) Mixed traffic: We finally validate our model for the

differentiation). more general case, with up to four traffic classes of differen

Similarly, we assess whether our model captures tgBaracteristics, which we name *“voice”, “video”, “datahc

differentiating effect of theCW parameter by means Packground”, respectively:

of the following configuration:A; = 0 for the two « In the first AC (voice), 80 byte packets are generated
ACs andCW,,,;, = 16, m = 1 for voice, while for data every 10 ms.

traffic we useCW,,., =32, m =4 in one case and « Inthe second AC (video), we model video traffic with a
CWnin = 64, m = 4 in the other case. variable bit rate source sending variable size packets at
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Fig. 10. Validation of the model of the standard deviationtloé delay Fig. 12. Validation of the average delay model for a scenwith 4 ACs
for a mixed scenario with voice and data stations and differd/ 'S  configured according to the standard recommended values.
configurations.
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Fig. 13. Validation of the model for the standard deviatidrthe delay for
Fig. 11. Validation of the model of the standard deviatiorthef delay for a a scenario with 4 ACs configured according to the standardnmezended
mixed scenario with voice and data stations and diffe@it configurations. values.

a constant interarrival time. The average bit rate of tHeroughput of all ACs decreases gradually with while delay
source is set equal to 250 Kbps and the packet lendfi¢reases drastically. For all cases, the analytical tesoatch
distribution is taken from the video traffic measurement§e simulations remarkably well, confirming the accuracy of

of [39]. our model.
« Inthe third AC (data), stations always have a packet ready
for transm|35|on, modeling the behavior of a data transfer. IV. OPTIMAL CONEIGURATION
Packet sizes are taken from the data traffic measurements
of [38]. In this section, we present an algorithm to find the optimal
« Inthe fourth AC (background), stations always have 10g@nfiguration of the EDCA parameters under a general sce-
byte packets ready for transmission. nario with multiple real-time and data ACs. The objectivés o

The configuration of each AC is derived from the recU’ algorithm are:

ommendations given in the 802.11e standard for 802.11bl) Meet the requirements of the real-time traffic. More
(Table 111). Experiments are performed for a varying numdfer specifically, the configuration should provide real-time
stations per AC (each AC has stations). Figs. 12 and 13 plot stations with the required throughput and delay guaran-
the average and standard deviation of the delay, resphctive tees.

The validation of the throughput model is depicted in Fig. 14

We observe from the figures that EDCA is effective in TABLE Il
providing service differentiation. Both in terms of thrdumyt EDCA CONFIGURATION
and delay, higher priority ACs always perform better than A, [ CW [ CWIeT
lower priority ones. Furthermore, higher priority ACs also voice 0 8 16
saturate later: AC 3 (data) saturates for > 4 while ACs video 0 16 32
i . . data 1 32 1024
1 and 2 (voice and video) saturate foy > 6 (AC 4 is by background| 5 35 1004

definition always saturated). Beyond this saturation pdire
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1400 | voice otherwise additional time is unnecessarily lost after gver
oot transmission.
1200 ¢ Eim e cwmin = CWmer = CW;: When the number of
2 1000 " backgrfim * stations in the channel is unknowﬁ,Wmam_ is typically
< (sim)  + set larger tharC'W,,,;,,, SO that after a collision th€ W
5 800 increases and thus the probability of a new collision
g” g0l L is reduced. However, this is not necessary in our case,
£ . as the number of stations is known and therefore their
400 1 e CW,in can be directly configured for optimal operation.
f i e In addition, if we setCW,,., larger thanCW,,,;,, the
Ow N delay of the packets that suffer one or more collisions
2 4 6 8 10 12 14 drastically grows, which harms jitter performance.
n; TXOP; = TXOP,q,: Considering the strict delay
. o ) requirements of real-time traffic, the EDCA parameters
Fig. 14. Validation of the throughput model for a scenarichwd ACs

configured according to the standard recommended values.

will be chosen such that the transmission queues of the
stations almost never grow to more than one packet (in
particular, this holds for the configurations that we later

2) Maximize the admissibility in the network. Specifically, ~ Propose). In the eventual case that queues grow above one
we aim to admit as many real-time stations as possible, Packet, it is desirable that, upon accessing the channel,
while satisfying the previous objective. all waiting packets are transmitted in order to minimize

3) Maximize the throughput received by the data traffic  their delay. To achieve this, we set theX O P parameter

while meeting the previous two objectives. For through-

to its maximum allowed value.

put allocation we use the common weighted max-min Following the above considerations, our algorithm proside
fair allocation criterion [40]-[42]. This maximizes thethe configuration for the following set of parameters which
minimum r; /w; in the systemy; being the throughput are left open: thed; configuration for the data stations, the
allocated to entityi and w; the entity’s weight. In CW; parameters for each of the real-time ACs, and ¢hé&’;
our case, theentitiesare the WLAN stations and thefor each data AC.

allocated throughpuis the saturation throughput of a

station. B. Optimal Configuration Algorithm

The proposed algorithm is based on a numerical search
we perform over ther; of one data AC, which we take as
. . . . reference. In each step of the search, given the value of the
Before proceeding with the design of our algorithm w% of this reference AC, we need to compute theof the

make the following considerations on the configuration %%her ACs. In order to obtain the of the other data ACs, we

some of _the EDCA parame_ters. This S|mp||f|es the design gpply the max-min fair allocation criterion to the througip
the algorithm and reduces its computational cost. expression given in (7), which yields [7]:

The considerations for théata ACsare the following: a )
i\l =7 _

o From (1), we have that; can be adjusted as a function =
of two parametersC'W; ™" andm,. As a consequence, (1 = i)
we have one degree of freedom when setting theseOnce ther;’s of each data AC are known, the othefs
parameters in order to obtain the desirgd Following can be obtained as follows. Neglecting the probability of
this, we fixm; = 0. Then, by substitutingn; with 0 in a drop due to reaching the maximum retry limit, we have

A. Considerations for Optimal Configuration

= (11)

wj

(1), we compute th&€' W™ value that leads t@i"”t as r; ~ p;. Furthermore, by applying (7) te;/r, and making
follows ) the approximatiom(s;)/p(sx) ~ 7 /7, we obtain
CW,=——1. 10
—or (10) T o/l (12)
e  pr/lk

o« A =Aa Vi FoI_Iowin_g the PrO.Of in [7], the throughput where, hereafter, we will denote the rhs of the above equatio
of the data stations is maximized when they all use trb%, K,

sameA; setting.

e TXOP = 1 packet. This ensures that a station tran
mitting data sends only one packet upon accessing
channel and thus reduces the delay inflicted on real-ti
traffic.

With the above, we can derive a third-order equation to
alculate approximately the, of a reference real-time AC,
Fen all ther;’s of the data ACs. This third-order equation

obtained from setting the output rate of a station of AC

equal to its input rate:
For the case ofreal-time ACs we make the following

considerations: (13)

« A, = 0: The optimal setting for this parameter is itavherer;, is computed by making the following simplification
minimum possible value, namelyl/F'S = DIFS, as to the expression of (7): we distinguish two types of slots,

Tk = Pk
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the ones where only real-time stations can transmit and the
ones where data stations can transmit, and then compute the
numerator and denominator of (7) by conditioning them to «

these two types of slots. This yields

_ p(Areal)p(Sk |Areal) + p(Adata)p(Sk |Adata)
k= I (14)
p(AreaZ)Tslot,r + p(Adata)Tslot,d
wherep(A,.q1) is the probability that in a slot time only real-
time ACs can transmitp(Ag.:,) IS the probability that data
stations can also transmit;sy |A,cq;) andp(sg|Agatq) are the
success probabilities of a station of ACfor each of the two

cases, and .., and Ty, q are the average slot durations,

respectively.
The probabilityp(A,.q.:) is computed as follows. We first
calculate the exact expression for the probability of beimg

a state in which only real-time ACs can transmit, and then we
perform a first order approximation of the Taylor expansion

of this expression. The result is the following:

_ Aa(1 —p(eAdata)
T Ag(1 = p(e]Adata)) + 1
(1 _p(e|Adata))A§
2((1 — p(e[Adata)Aa + 1)
(1 + p(e|Adata)) Ad ZleArml n K
2((1 = p(e|Adata)Ag + 1)?

where A,..,; is the set of the real-time ACs, ande|Ajatq)

p(Areal)

5Tk +

Tk (15)

is the probability that a slot in which all ACs can transmit is

empty,
plelBaara) = [J(1 = 7) (16)

k

p(Adata) is simply computed as

p(Adata) =1- p(Areal) (17)

The probabilityp(sk|A,eq:) corresponds to the probability

that a station of ACk transmits and no other real-time station

transmits:
P(sk|Arear) = (1 — 7)™ 1 ]-_-[leAreal\k(l )"~

Tk (1 - (nk — 1)Tk - ZleAmaz\k anlTk)
(18)

By considering that the probability that no other sta-

tion transmits is approximately(e|Agqtq), the probability

search is performed on the to maximize the throughput
allocation criterion (line 5).

For each value of;, the 7; of the remaining data ACs is
computed with (11) according to the allocation criterion
(line 7).

Next, the transmission probability, of the reference
real-time AC is computed with (13) (line 9), and, from
this, the remainingr;’s of the other real-time ACs are
then computed by applying (12) (line 11).

With all the 7's, we proceed to compute th&W values
that guarantee delay performance to real-time stations.
Following the explanations of [21], there is a range of
CW values that provide the desired QoS performance. To
compute this range of CW values, we use the delay anal-
ysis of Lemma 3 and 4 to obtain the configurations that
lead to the desired delay performance. With the already-
computedr;'s and the settingCW,;, = CWipnae, this

can be efficiently done using (8) and (9).

From all theC'W values, we choose the maximum one
for each AC (line 14) since, following the discussion of
[21], these are the ones that lead to a WLAN operating
as far as possible from instability.

We next check that the values 6117 obtained in the
previous step satisfy the requirement that, even in the
cases where the real-time stations become saturated, their
throughput in saturation; (sat) is larger than their input
rate p; (line 18) since, following [43], this guarantees
that the proposed configuration is indeed stable. If this
condition is not met, then this configuration is not further
considered in the search.

Next, the 7's are used to compute the weighted rate
r;/w; of each data AC (line 23). Note that the golden
section search of line 5 maximizes the minimum of these
values. Therefore, if the current configuration provides
better performance than the ones evaluated previously in
the search, it is saved (lines 25-30).

« Finally, once the search ends, the best configuration is

returned through the EDCA parameters (line 37). If the
search does not provide any configuration, this means
that there exists no configuration that satisfies the sources
requirements, and therefore the request that triggersd thi
search has to be rejected.

p(sk|Adata) corresponds to the probability that a station of A&, Optimal Configuration Validation

k transmits and no other station, real-time or data, trarssmit . . . : ' .
In this section, we validate our optimal configuration al-
P(sk|Adata) = Tp(e] Adata) (19) gorithm by means of simulations for different traffic sce-
narios. More specifically, we assess through simulatioes th
Finally, we can calculatd’i.,» and Tior,a @s @ second- performance of the configuration resulting from our alduorit
order expression im;, by considering the different lengthsand compare it against the best performance obtained by
of the transmissions that we can have in a slot time and thgrforming an exhaustive search over the EDCA parameters.
corresponding probabilities. 1) Data traffic: We first assess the performance of our
Based on the above analysis, our optimal configuratigfigorithm for a scenario where only data stations are ptesen
mechanism is described by Algorlthm 1 and is SUmmariZWe consider a scenario where 4 ACs Wfﬂ;\ stations each
as follows: always have a 1500-byte frame ready for transmission. Isethe
« Given a reference data AC and a reference real-timecircumstances, and with no real-time traffic in the WLAN,
AC k, a search is performed on all’s values specified in the only relevant metric of performance is the maximum
the standard (line 4). For each value, agolden section min(r;/w;), according to the max-min fair allocation criterion.
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TABLE IV
ALGORITHM VALIDATION FOR DATA TRAFFIC SCENARIO

Algorithm 1 Optimal configuration of EDCA parameters
1: Take data AC; as a reference

2: Take real-time ACk as a reference minGr; /ws)
3 mazx — 0 n; | w1 | w2 | ws | wa | mMin(r;/w;) exhaustive
4 for 4; =0 1o 15 do 1] 2] 3] 4 212.21 ;fsr;:
5 while Golden sectlon. searchn ; do 2 1 3 5 7 124.20 124,66
6: for each data ACj do 1| 4| 7 |10 88.12 88.41
7. Tj < iji/ (wi + Ti(w,- — wl)) > (Eq 11) 1 5 9 13 66.25 66.74
8: end for ' 1] 23] 4 41.79 41.85
101|357 24.81 24.96
9: Computery, > (Eq. 13) 1 4 | 7 | 10 18.62 18.71
10: for each real-time AG do 11519713 13.02 13.29
11: K > (Eq. 12
LTk (Ea. 12) TABLE V
12: end for
. . ALGORITHM VALIDATION FOR VOICE TRAFFIC SCENARIO
13: for each real-time AG/ do
14: ComputeC'W; to fulfill N ] s
15: the delay requirement > Lemmas 3 and 4 S 2 g *§ B 2
o by < 3 s
16: end for = S 5 3 E E g
17: for each real-time AG do < g S S| 3| g S| <
. U
18: if rj(sat) < p; then R e = | © R el O] = D
19: The 7; value is not a possible value. Skip. 10 [ 314 | 495] 2.78] 317 | 499 | 2.82
_ : 5ms | 5ms | 15 | 225 | 4.91 | 2.87 | 229 | 4.99 | 2.92
> CW; corresponds to saturation. 20| 118 | 2721 302 | 125 | 299 | 325
20: else 10 | 274 | 4.35 | 2.43 | 281 | 4.45 | 2.49
21 for each data AG do 5ms | 25ms| 15 | 186 | 4.07 | 2.36 | 196 | 4.28 | 2.49
20 Computer. /w. 20| 89| 365|248 | 91| 431 2.49
| & puter; /w; 10 | 145 | 245 | 1.32 | 148 | 2.49 | 1.35
23 end for 25ms| 25ms| 15 | 104 | 2.32 | 1.29 | 111 | 2.47 | 1.39
24: if min{(r;/w;)} > max then > Save 19| 66| 229 | 142 | 72| 249 | 154
configuration
25: max — mind{ (r;/w;)}
26: Aoz — A search while meeting the desired quality criteria.
27: rdata _ pdata 3) Voice and Data Traffic:To validate the proposed algo-
28: CWeal—time _ Cyjreal—time rithm for a scenario in which the WLAN operates under both
29 end if data and voice traffic, we perform the following experiment.
30: end if We consider two ACs, both with the same number of stations
31: end for and the following characteristics:
32: end while o The first AC transmits 80 byte packets every 10ms. We
33: end for consider two different delay requirements for this Ag:
34 CWdata g /rdata E[d], 04 < 2.5ms, andi) E[d],cq < 5ms.
35: return A;, CWdata Oy real—time « The second AC models the behavior of a data transfer by

always having a 1000 byte packet ready for transmission.

Again, we compare the results from our configuration
. . against those provided by the best configuration found by
Results are shown in Table IV, for; = {2,10} stations per \,aans of an exhaustive search over@i&,,;, of the data and
AC and different throughput allocation weights;’s. They \qice ACs and thed; parameter of the data AC. The results
show that the configuration algorithm maximizes throughpUte shown in Table VI: with the proposed configuration, the

performance, as the gain obtained when using the exhausiiyg,jity criteria are always met and the throughput obtained

search is negligible. by data stations is very close to the one provided by the con-
2) Voice traffic: Next, we evaluate the performance of oufiguration resulting from the exhaustive search. We theesfo
algorithm for voice traffic. We validate the algorithm by comconclude that the proposed configuration algorithm maxesiz
paring the performance of our configuratio©W,i4orithm) the performance of the WLAN.
against the result of performing an exhaustive search overd) Mixed Traffic: Finally, to validate the proposed algo-
the CW,.., space and choosing the be6tiV,,, value rithm under the most generic scenario, we consider a WLAN
(CWezhaustive). We perform this experiment for three dif-with the four ACs defined in Section 111-D.4, each of them
ferent quality criteria, ranging from a more stringent rewith the same number of stations. For the real-time ACs, we
quirement E[dmaz); omaz < 2.5ms) to a more relaxed oneconsider the following delay requirementsfd; ], 041 < 5ms,
(Eldmaz]s Omaz < 5Ms) [21]. Simulation results, presented irE[ds], 042 < 20ms, and for the data ACs the following
Table V, show that)) the proposed configuration is alwaysweights:ws = 2, w4 = 1.
very close to the one obtained from the exhaustive search and he throughput and delay results obtained with the proposed
i) our algorithm admits as many voice calls as the exhaustigkgorithm are given in Table VII. The results validate the
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TABLE VI

ALGORITHM VALIDATION FOR DATA AND VOICE TRAFFIC SCENARIO

ALGORITHM VALIDATION FOR MIXED TRAFFIC SCENARIO

guarantees satisfied;) our approach provides data stations
with a substantially larger throughput than any other appho

Tdata meeting the delay requiremehtsand iii) it also provides
ni | Eldmaz], | Eld] | 04 | raata eXhaus“Vﬁ a much larger admissibility region; in particular, with our
searc . . .
= Tdmag Y AN AR 555 approach we can admit up to;, = 10 stations, while none
10 o5 549 | 237 | 31904 324.23 qf the other proposals can anit more than= 6 station;
15 2.47 | 2.45 | 113.85 117.14 (i.e., our approach can admit at least 66% more stations).
5 4.85 1 4.30 | 974.62 976.83 The reason for this is that the other approaches are based
10 5 4.83 | 4.37 | 324.33 327.14 heuristics that d il perf .
15 469 | 425 11311 115.44 on heuristics that do not guarantee optimal performance, in
contrast to ours which is based on an analytical model that
TABLE VI guarantees optimal performance.

min(r; /w;) E. Implementation Considerations
ni | Bld] | oan | Bldo] | gz | min(ri/wi) eXhigztr'Zﬁ We assess the computational cost of the algorithm by
> 2911 3481 1981 13.09 793.91 =9393] Measuring the number of flops (floating point operations)
4 4.96 | 3.55| 19.78 | 13.00 304.34 304.82 | required by aMATLAB implementation to execute it. For
6| 500| 359 19.88 13.35 144.17 144.57 | all the presented experiments, the algorithm requirescappr
8 5.00 | 3.59 | 19.54 | 13.04 64.87 65.15 | . . . .
10| 474 345 1881 12.73 18.24 18.34 | imately 90 Kflops. Assuming a WLAN Access Point with

a 10 MFlops/sec CPU, it would take 9 ms to perform an
admission control decision, which is fully acceptable in a
proposed algorithm, since they satisfy all the requiresient realistic scenario. We conclude from this experiment that

« In all scenarios, the average and standard deviation B computational complexity of the proposed algorithm is

the delay obtained with our configuration are below the-fficiently low to allow its practical use in today's hardea

desired values, which shows that the configuration medt@tforms.
the required delay guarantees.
« Furthermore, an exhaustive search has been conducted V. CONCLUSIONS

which has shown that no other configuration can admit o5 the EDCA mechanism of 802.11e becomes widely
more stations while satisfying the delay requirementgyaijlable, the need for a configuration algorithm to tune the
This proves that the configuration maximizes the admigiAC parameters and boost WLAN performance arises. We
sibility region by admitting as many stations as possiblgaye shown that a proper configuration of EDCA can lead
« Finally, by comparing the throughput performance olyp performance gains of 66% over the standard recommended
tained through exhaustive search against our results, Waues. We believe these gains represent a strong motivatio
conclude that we also maximize then(r; /w;) for data for the deployment of EDCA WLANS in order to efficiently
ACs. use the scarce wireless medium.
In this paper, we have presented an algorithm to configure
D. Comparison against other approaches an EDCA WLAN that achieves a two-fold objectiv@:it max-

We next compare the performance of the configuratidwi?es the admissibility region of real-time tra_ffic, amj__it
resulting from our algorithm against the following apprbes: optimizes throughput performance of data traffic. To builig t

) . . algorithm, we have presented the most comprehensive analys
o Two other available approaches for the conflgurauo[la date of EDCA performance. This analysis, as proven by

of th; EDCtA fparlamet(;rs, ndag:ely, thetstandardl r?cg xhaustive simulations, can accurately model throughpdt a
mended set of values [2] and the recent proposal of [ elay performance of real-time and non real-time traffic.

« The adaptive configuration schemes of [27], [31] an We have used this analysis to design an optimal config-

{/?IZL]ANWhi?P.aim tt?] protyidethQ(t)?hguaranteeﬁ in ?D\%A ration algorithm for EDCA. In contrast to previous work,
s. [L1S worth noting that the approaches o [ pically heuristic or measurement-based, ours is a madhem
and [32] require introducing changes to the 802.1]%

. ; ) ally supported mechanism that tunes the EDCA parameters
standard,_whlch challenges their prgcncal usg. ~ to maximize performance. By means of the analytical model,
The scenario that we choose for this comparison is g have derived an efficient algorithm whose complexity is
mixed traffic scenario of Section IV-C.4, since this is thge|| suited for low computation capacity devices and can be
most complete of the scenarios used in the validation of thgplemented in realistic scenarios. We have shown that the
algorithm. Table VIII gives the average delay of voice angerformance of our algorithm is almost identical to the one

video flows (in milliseconds) as well as the total throughpyptained through exhaustive numerical searches.
given to data stations (in Kbps) resulting from our algarith
and from the other five mentioned approaches. Lalthough for then; = 10 case data stations receive a larger throughput
From the results given in the table, we conclude that O}Wh [31] than Wlth our configuration, voice and video stagosuffer much
| ithm clearlv outoerforms the other proposals Silz'l):e larger delays. Ad_dmonally, they also suffer a drop rate\@zp% (not shown
agorl y p X - prop 1 S in the table), which results in our approach actually primgda better total
with our approach, real-time stations always see theirydelaroughput performance.
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TABLE

Vi
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COMPARISON AGAINST OTHER APPROACHES

(1]

(2]

(31

(4]

(5]
(6]

(7]

(8]

El

[10]

(11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

e [ Our algorithm [ Standard [ [26] [ [31] [ [32] [ 27] |
‘[ dvo [ dvi | Tdata | dvo | dvi | Tdata | dvo | dvi | Tdata | 9vo | dvi | Tdata | dvo | dvi | Tdata | dvo | dwi | Tdata |
2 49 | 19.8 4759 0.9 2.1 4728 0.4 1.9 3808 5.9 6.6 2127 1.1 2.6 2990 2.1 5.0 3724
4 49 | 19.7 3652 15 2.9 3474 0.6 2.5 2576 9.9 | 11.2 2327 1.9 5.4 2752 49 | 12.2 1713
6 5.0 | 19.8 2595 25 5.1 2093 0.8 4.9 1478 9.9 | 195 1868 4.0 | 10.0 1616 | 18.7 | 41.7 104
8 50 | 195 1556 | 14.5 | 28.9 9 1.3 | 324 1 10.0 | 26.6 894 | 11.6 | 32.2 347 | 334 | 764 65
10 4.7 | 18.8 547 | 18.6 | 36.6 4 1.4 | 469 0 159 | 27.0 831 | 149 | 423 278 | 50.6 | 485 146
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The probability that a slot time contains a success can be

APPENDIX | computed as the sum of the individual success probabilities
Lemma 1:The 7; of a non-saturated AC is given by p(s) = Z nip(s;) (27)
nonsat _ pi(l - p(ci)RJrl) (p(S)Ts + p(e)Te +p(C)TC) €A

K2

Li(1—m)mi—t Z?:Aip(Ak)HjeAk\i (1—7;)%  where, with our definition of4, A, denotes the set of all
(20) ACs. The probability that a slot time contains a collisiom ca
Proof: According to Section Ill-A, a station of a non-be obtained from
saturated AC sees all the traffic it sends served, eitheriseca

its packets are transmitted successfully or because they ar ple) =1 —p(e) = p(s) (28)
discarded when reaching the retry limit due to sufferibg 1 The average duration of a succé&scan be computed by
collisions. Hence, the following equation holds, summing the different possible durations weighted by their
pi(1 — p(c;) ) = 1 (21) Probabilities nip(s.)
B | e r= Y Mg (29)
wherer; is the throughput experienced by a station4df' 4, p(s) )

given by (7), p; is its average sending rate, apdc;)?+! i€Aa

corresponds to the probability that a packet of this staisonwhere T ; is the average duration of a success of a station

discarded upon reaching the retry limit. of AC i, which is calculated according to the following
In order to prove the lemma, we need to derive the differeakpression given by [7]

variables in (7). The probability(e) is, by definition,p(e|to), Tl ACK

as all slot times areD-slot times. This has already beenT;; =Tprcp+ ‘L +SIFS+Tprcp+——+DIFS

computed in Section I1I-B. To compute the rest of the vagabl (30)

in (7), we proceed as follows. First, let us defing,) as the where Tp;cp is the Physical Layer Convergence Protocol

probability that a slot time is A-slot time Since a slottime is a preamble and header transmission tiriejs the MAC over-

k-slot timeif and only if the previous slot time is @ —1)-slot head (header and FCS), ACK is the size of the acknowledg-

timeand it is empty, which occurs with a probabiljiye|ty—1), ment frame, and” is the channel bit rate.

this probability can be expressed as In order to compute the average duration of a collision

22) we note that this is given by the largest packet length irealv

Following this, we can comput&. by summing the possible

Starting fromp(tp) = 1 (which holds by definition), and collision durations weighted by their probabilities,

applying the above recursively, it follows that

p(tr) = p(tr—1)p(eltk—1)

c,t=1
k—1 TC = Z p( p(C) )Tcl (31)
p(tr) = [T plelty) (23) lez
j=0 wherep(c,t = 1) is the probability that a slot time contains

The probability that a random slot time contains a succegscollision in which the length of the longest packet invalve
of a given station ofAC i can be computed (by applying theis equal tol, T is the duration of this collision, and is the

total probability theorem) as set of packet lengths.
N T! is computed as (see [7])
i) = A iA y 24
p(s:) k;ip( k)P(si|Ak) (24) TéZTPch+Hg_Z+EIFS (32)

Wherep(8i|Ak) is the prObabi"ty that a slot time in which this 12Note that a slot time that is &-slot time but not a +1)-slot timeis

set of ACs may transmit contains a success of a given Statlé?gceded by exactlys empty slot times, and therefore only the ACs with
of AC 1. A; <k (i.e., the ACs of set\,) may transmit in such a slot time.
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and p(c,t = 1) is computed, applying the total probability The average payload information transmitted A¢' i is

theorem, as given by
A Elpayload; per slot] = l;p(s;) (39)
=1 = A J=1A 33 ) L
ple ) kzzop( k)p(e &) (33) while the average length of a slot time is given by
wherep(c,t = I|Ay) is the probability that, given that only E[slot length] = p(s)Ts + p(c)T. + p(e)T. (40)
stations of sef\;, may transmit, a slot time contains a collision
in which the longest packet involved is of length where the probabilities and average durations have already

To obtainp(c,t = I|A;) we sweep along all the stationsPeen derived in Fhe proof of !_emma 1 above. By combining
that may transmit and compute the probability thijtthe the above equations we obtain
considered station transmits a packet of lengéimdi:) some Lip(si)

other station transmits a packet, but with length no lonigant T = (41)
. . Ty T, T,
l. Let us defineS;, as the set of stations &, andp(t; =) as P(s)Ts + p(e)Te + p(e)
the probability that the length of a transmission from stati  The proof follows. [ |
jisl. Then, Lemma 3: Theaverage delagxperienced by a non dropped
. packet of a station ofAC i is given by
plet =1Ax) = > 7 p(t; = Dplte <1|Sk,j)  (34)

e d ! 3 1 i(T,
wherep(tz < 1Sy, j) accounts for the probability that there ' S (1= ple))ple:)d ZO( —plepled) (et
is at least one transmission from the Sgt(without stationj), ! j -
but of size less than or equal toTo compute this probability, T, + Z (Tfnter_m,k n BW(T;-ZWC n iinter,k))I42)

we calculate the probability that no station transmits akpac

longer than/ and subtract from this the probability that no =

station transmits. In particular, for the computation a fhist Proof: To compute the average delay of a non-dropped
term, we index all the stations and refer wish ; to the set packetd; we use the total probability theorem as follows

of stations ofS), with index smaller thary; then, we compute SR (1= ple))p(es)ids

the probability that stations of) ; do not transmit a packet di = =22 e (43)
longer than or equal t and the probability that stations with > i—o(L = plei))p(ei)?

higher index thary do not transmit a packet longer thé, whered; ; is defined as the average delay of a statiorl6f

in case the frame suffersretries. This delay is computed as
p(tx <18k, §) = [Lnes,, (1 =mmp(tn > 1)) (see Fig. 3)
Hmesk\sk,juj (1 = Tnp(tm > 1)) — [Lnes, (1 — Tm()35)
Finally, expressing-; as a function of the variables com-, : i i i .
outed in (22).(35) snd substituting these nto (20) yields % = 2 (Tinter-te.te+ Bur (Titor s+ Thnger)) +3 et T
(44)
In order to complete the proof of the Lemma, we need to
compute the components of (44)), ; is given by (30).B; ,
is computed using the following equation given in [13]

r=0

pi(l = p(en) ™) = 7i(1 — 7)™ M
Zﬁ:Ai p(Ax) HjeAk\i (1—mj

yrs

36
(p(S)TS +p(e)T€ +p(C)TC) ( ) mingmin(m;,r)
CW;min2 ) — 1
The proof follows. B, = 5 (45)
u . . .
Lemma 2: The average throughput a station fromAC i T.,; is computed by applying the total probability theorem
. . b

experiences is given yA o Z,f:& Te.ikD(Ag) (46)

. l; Zk:Ai P(Ar)p(si|Ar) 37) o Z?:Ai p(Ag)

r, =
s)Ts +ple)T, + ple)T, . . . .
p(s) p(c) ple) whereT ; ;, is the average duration of a collision in which a

Proof: ‘We compute the throughpuj following (12) of  gtation of ACi is involved when only the ACs of sk, may
[34]: we divide the average payload information transmditt€, 5 \smit. This is computed as follows.

by AC i in a slot timeE[payload; per slot] over the average
duration of a slot timeE|slot length). T Sier Tep(eist = 1|S)
c,i,k =
- Elpayload; per slot] (38) >ierplcit =1ISk)

Elslot length] wherep(c;,t = [|S)) is the probability that a slot time in
13The distinction in (35) between the stations with indexesaltam and which a station of AG transmits and the stations of s

larger thanj is made in order to avoid counting more than once the evefi &y j[ra}nsm_lt C_Onta'ns a collision of |en(jthThIS IS c_omputed
when two or more stations transmit a packet of lenigth by distinguishing between the case that a station of /AC

(47)
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transmits a frame of sizé (with probability p(¢; = 1)) or

smaller (with probabilityp(t; < 1)): nonempty nonempty nonempty slot
times
p(cl-,t = Z|Sk) = p(ti = l)' 3-slot
. ) times
jTe ;Tlslot,b(,J TIinlerﬁtx,K
H (1 - Tmp(tm > Z)) - H (1 - Tm) + Thterk
meSk\i meSk\i

p(t; < 1) Z mip(t; =1) H (1 — Tup(tm > l)) Fig. 15. Components df}, , ., - (example withk = 3 andj = 2).

JESK\L meSy,;\i
[ 0nate>0) (1), comtea ol (69 Pl e compue s,
mESk\{Sk,jUi,j} !
, . I t
T?.: . is computed as the sum of probabilities of success, p(e|Sk, i) = plelte) (55)
: - e . -7
empty, and collision multiplied by the average slot time
duration in each case, T} eri is computed as follows. If the given slot time
i B i , is empty, which occurs with probability(e|Sy,7), then
Tiorse = P08k )Ty +p(elSe, )T (49) T} e = 0. Otherwise,T7 ., is by definition equal to
+ (1= p(s1Sk8) — plelSt, ) Ti T . Thus,
wherep(e|Si, i) andp(s|Sk, i) are the probabilities that &- Tiinter,k = (1 - p(e|Sk, ) ﬁmmm,k (56)

slot timein which the considered station does not tran&hit
is empty and contains a success, respectively, Bhdand  The above relies off},,,, ;, ,, which is the time between
T, are the average slot time durations of a success andé ahonempty timeslot and the nextslot. To compute it,
collision. we consider the number of empty slots that follow the
T, is computed by applying the total probability theorentransmission(s) and distinguish two casgsvhen the number
' A of j empty timeslots is equal th, and therefore the time until
; Zj:]g p(Aj)zmeAj N, iP(8m |8, 1) Ts,m the nextk-slot is composed of exactly empty slot times,
sk = (5| Sk, 1) andii) whenj < k, and therefore the time is composed py
Wheren s =y —Jim (the Kronecker functios,,, accounts empty slot times, a non-empty slot where only stations from
for the fact that the considered station does not transmit);

; can transmit, and an additional time which is, by definition,
p(sm|Aj,i) is the probability that, given the seh; can = inter-ta.k’ This way,

(50)

transmit but statiord did not transmit, there is a success from ‘ k
AC m, Tilnter_t;ﬂ,k = H p(e|Sj7 Z)kT€+
) e s j=0
p(5m|Aij) = T (1 — 7)1 ! H (1- Tj) 7+ (51) k=1 / §
J€AE\m > ( p(elS1,4)(1 — p(e|Sjt1, i))) :
andp(s|Sk, ) is computed by adding the success probabilities =0 \i=0 .
of each AC, (UTe + Tt 0,5 + Tinter ta,) (57)

A .
where T?

. . toiieq 1S the average duration of a nonempty slot
p(s| Sk, 1) = Zp(Aj) > nmap(sm|Ag ) Tom  (52) time preéetdteé by a nonemptyslot timefollowed by j empty
j=k meas slot times, computed as the probability that such a slot time
T!, is computed similarly to (50) contains a collision multiplied by the average durationhis t
M case, plus the probability that it contains a success ntieltip
o ik er Teple t = 11S,9)p(A) by the corresponding average duration,

c,k = A - (53)
2=k 2er P(et = 1S5, 0)p(A;) T (4 _ Sesy momm (o) s 1277
where slot,tx,j — 171—[mesj T—mm)m
i ngsv 77fm7'm(1_7'm)nm71 HpES~\m (I—TP)"P i
plet=1USki)= > mplt; =Dp(tr <USkij) G4)  Tea T L T Ti;
JESK\i (58)

is th bability of lisi fsizd i L-slot. with Equations (57)—(58) can be reduced to a first order equation
1S the probabllity of a coflision ol Size In a A-SIof, With ¥ rerte TTOM which we can isolate this term and then
p(tx <1|Sk,1,7) being the probability that at least one station AT

. . . erive T} . By combining all the above equations, we
other thani and; transmits a frame of smaller than or equal ke BY 9 g

wnter,

btain the expression for the average delay given by the
L4The condition that the considered station does not trankofds until |€MMa, _as well as the computation of all the terms of this
the end of the proof. expression. The proof follows. |
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Lemma 4:The standard deviatiorof the delay is given by

52— Ef:o(l — p(ci))p(ci)’ E[(di ;)?]
S (1= ples))plei)?

Proof: To compute the standard deviation of the dela
aﬁi, we use the following statistical relationship between t
average and the second order moment

Pablo Serrano got his Telecommunication Engi-
neering degree and his PhD from the University
Carlos Ill of Madrid (UC3M) in 2002 and 2006,
respectively. He has been with the Telematics De-
partment of UC3M since 2002, where he currently
holds the position of Assistant Professor. In 2007 he
was a Visiting Researcher at the Computer Network
Research Group at Univ. of Massachusetts Amherst
partially suported by the Spanish Ministry of Ed-
ucation under a José Castillejo grant. His current
) work focuses on performance evaluation of wireless
0(211» = E[(di)z] - (di)2 (60) networks. He has over 20 scientific papers in peer-reviewdnational jour-
. . nal and conferences. He also serves as TPC member of severalational
We already have computed; in (8), so the remaining conferences, including IEEE Globecom and IEEE INFOCOM.

challenge is to compute the second order of the average,delay
i.e., E[(d;)?]. To this aim, we proceed similarly to (43)

—(d)*>  (59)

R _ ] N\ 2 Albert Banchs received his Telecommunications
Zj:o(l plei)plei) Bl(di;)7] (61) Engineering degree from the Polytechnical Univer-
Zf‘zo(l —p(ei))p(e:)? sity of Catalonia in 1997, and the PhD degree from

the same university in 2002. His Ph.D. received the
In order to compute£[(d; ;)?], we rewrited, ; in (44) as

Bl(di)?] =

national award for best thesis on broadband net-
works. He was a visitor researcher at ICSI, Berkeley,
in 1997, worked for Telefonica I+D, in 1998, and
for NEC Europe Ltd., Germany, from 1998 to 2003.
i . . Since 2003, he is with the University Carlos Il of
where d;) is the average time spent in backoff counte Madrid and since 2009 he is also Deputy Director

decrements foAC' i in case ofj retries, of IMDEA Networks. A. Banchs authors over 50

dijj = Toi+ jTei + i Tinserson + i) (62)

N publications in peer-reviewed journals and conferencesfauar patents (two
dzg = Zp(bo =nlAC i,7j retx)- (63) of them granted). He is associated editor for IEEE Commtioica Letters
- and has been guest editor for IEEE Wireless CommunicatiaodsCaomputer

) ) ) . Networks. He has served on the TPC of a number of conferennds a
(Trot.1 + Tinters) + o+ Taork + Tinterr) workshops including IEEE INFOCOM, IEEE ICC and IEEE Globegand
is TPC chair for European Wireless 2010.

n times

where p(bo = n|AC i,j retx) is the probability that the
total number of backoff counter decrements aftaetries is
n. This is computed througl convolutions of the different
uniform distributions the station may use to compute i

backoff counter:
p(bo = n|AC i,j retz) = U(0,CW™" — 1) % - -
*U(O, 2min(j,mi)CWimin _ 1)

With the above, we proceed as follows to comput
E[(di;)]

Paul Patras received his Telecommunications En-
gineering degree from the Technical University of
Cluj-Napoca in 2006, and his M.Sc. degree in
Telematics Engineering from University Carlos 1lI
of Madrid in 2008. Since 2007, he is a research as-
sistant at IMDEA Networks and a Ph.D. candidate at
University Carlos Il of Madrid. His current research
interests include performance optimization in IEEE
802.11 wireless LANs, adaptive MAC mechanisms,
quality of service provisioning in wireless mesh
networks, prototype implementation and testbeds.

(64)

Bl(di;)*] = (dij)* + a3, , (65)

where o-ij is given by the sum of the variances of the

components of (62). With our assumption that slot time
durations are independent: Arturo Azcorra received his M.Sc. degree in
Telecommunications Engineering from the Univer-
4 UQi ) (66) sidad Politecnica de Madrid in 1986 and his Ph.D.
k dyy from the same university in 1989. In 1993, he
obtained an M.B.A. from the Instituto de Em-
presa. Dr. Azcorra has recently been appointed Di-
rector General for Technology Transfer and En-
trepreneurial Development at the Spanish Ministry
of Science and Innovation. As a result, he is on leave

9 .9 2 . 2
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Given the previous expressions, the computatioB [gt; )?]
(and therefore the analysis of the standard deviation of t
delay) is laborious but straightforward, as it basicallyoives

redoing the analysis of th_e average delay bgt.computingmhcc from his double appointment as Full Professor (with
order moments and variances. By combining all the above chair) at the Telematics Engineering Department of

equations we obtain the expression for the average del&YI giUniversity Carlos Il of Madrid and as Director of IMDEA Netwks. He

. fé))fnded the not-for-profit institute in 2006 and has conedcdhis research
by the lemma, as well as the computation of all the terms tivities there since its inception. Arturo Azcorra is &EE Senior Member

this expression. The proof follows. B and an ACM SIGCOMM Member. He has participated in and digcte

49 research and technological development projects, dimu European
ESPRIT, RACE, ACTS and IST programs. Prof. Azcorra has doatdd the
CONTENT and E-NEXT European Networks of Excellence. He raves
as a Program Committee Member in numerous internationafecemces,
including several editions of IEEE PROMS, IDMS, QoflS, CoNE and
IEEE INFOCOM. He has published over 100 scientific papers doks,
international magazines and conferences.



