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Abstract

The main goal of 5GIORMA is to propose a muitenant multiservice mobile network architectu
that adapts the use of the mobile network resources to the service requirements, the variatic
traffic demands over time and location, and the network topology, individually and concurrer,
multiple tenants that share the infrastructure. T&ishe final deliverable of WP4 containing t
findings of WP4 after the third 58ORMA design iteration. Three options for RAN slicing, nam
slice-specific RAN, splicespecific radio bearer and sliesvare RAN, are presented. Standardiza
relevanceand potential of 5SGNORMA innovations are discussed and a comparison with respe
aspects of the 3GPP next generation architecture is made. Then, we show how the fun
decomposed cfthyer can be adapted to specific services through suitabléidargelection and
placement as well as how to use the functionally decomposdalyefdio realize a mukservice radio
access. The cfidyer function blocks are characterized and categorised into data layer, distribu
centralized control, respeetily. Besides these architectural aspects, we introduce specific sol
for multi-tenancy RRM and admission control, for muglbinnectivity support to increase reliabilit
integrate mmwave and realize virtual cells, for signalling optimizations of n@vAnd finally discuss
the usefulness of geolocation DBs for mobile networks. Security considerations for both arch
design and specific solutions complete theNSBRMA view on flexible RAN design.

Keywords
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functions, SDMC
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Heterogeneous Network

Handover

High Speed Packet Access
HumanType Communication

Hardware

Inter-Arrival Time

Inter-Cell Interference Cancelation
Information and Communication
Technologies

Internet Ehgineering Task Force

Inverse Fast Fourier Transformation
Internet of Things

Internet Protocol

Information Technology

(Downlink) Joint Transmission/(Uplink) Joint
Processing

Logical Channel

Link Management within MCluger

Link Management within a MulConnectivity
cluster

Low-Noise Amplifier

Licensed Shared Access

LongTerm Evolution

Long Term Evolution Advanced
Medium Access Control

Multimedia Broadcast Multicast Services
Maximum Bit Rate

Multimedia Broadcast Single Frequency
network

Multi-Connectivity

Multicast Control Channel

Multicast Channel

Multi-hop Cellular Network

Mission Critical Push to Talk
Modulation and Coding Scheme
Modulation and Coding Scheme

Mobile Edge Computing

Master Evolved Node B

Master Information Block

Multiple-Input Multiple-Output

Massive Machine Communication
Mobility Management Entity

Minimum Mean Square Error
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mMTC Massive Machind'ype Communication RRH Remote Radio Head
MN Moving Network RRM Radio Resource Management
MNO Mobile Network Operator RRU Radio Resource Utilisation
MOCN Multi-Operator Core Network RSRP Reference Signal Received Power
MORA Multi-Operator Resource Sharing RTT Round Trip Time
MPL Mean Path Length SAE System Architecture Evolution
MPTCP Multi-Path Transmission Control Protocol SBI Southbound Interface
MSP Mobile Service Provider SCTP Stream Control Transmission Protocol
MTA Moving Tracking Area SDMC SoftwareDefined Mobile Network Control
MTC Machine Type Communication SDMC SoftwareDefined Mobile Network Controller
MTCD MachineType Communication Device SDMN SoftwareDefined Mobile Network
MTCH Multicast Traffic Channel SDMO SoftwareDefined Mobile Network
MUX Multiplexer Orchestrator
MVNO Mobile Virtual Network Operators SDMX SoftwareDefined Mobile Network
NAS Non-Access Stratum Coordinator
NBI Northbound Interface SDP Short Data Packet
NETCONF Network Confjuration Protocol SDU Service Data Unit
NFV Network Function Virtualisation SeNB Secondary Evolved Node B
NG Next Generation SF Sewice Flow
NGRAN  Next Generation Radio Access Network SFN System Frame Number
NRRAN New Radio Radio Access Network SGW Serving Gateway
NSI Network Slice Instance SIB System Information Block
NSISF Network Slice Instance Service Flow SINR Signafto-Interferenceplus-Noise Ratio
NVS Network Virtualisatbn Substrate SLA Service Level Agreement
OFDM Orthogonal FrequeneRivision Multiplexing SON SelfOrganised Network
OFDMA  Orthogonal FrequeneRivision Multiple SPS SemiPersistent Scheduling
Access SRB Signalling Radio Bearer
ONF Open Networking Foundation SSH Secure Shell
OPEX Operational Expenditure SSL Secure Sockets Layer
ORI Open Radio equipment Interface SW Software
PA Power Amplifier TB Transmission Block
PCCH Paging Control Gimnel TCP Transmission Control Protocol
PDCP Packet Data Convergence Protocol TDD Time Division Duplex
PDU Protocol Data Unit TDD Time Division Duplex
P-GW Packet Data Network Gateway TLS Transport Layer Security
PHY Physical Layer TP Transmission Point
PHY TP Physical Layer Transmission Point TTI Transmission Time Interval
PRACH Physical Random Access Channel TV Televsion
PRB Physical Resource Block TVWS Television White Spaces
ProSe Proximity Service UCA UserCentric Connection Area
PS Public Safety UDN Ultra-Dense Network
PSM Power Saving Mode UE User Equipment
PSME Program Making and Special Events URUFDM  Universal Filtered Orthogonal Frequency
QCI QoS Class Identifier Division Multiplex
QoE Quality of Experience UL Uplink
QoS Quality of Service UMTS Universal Mobile Telecommunications Syste
QPS QoS Parameter Set UP User Plane
RA Random Access UPF User Plane Function
RACH Random Access Channel URC Ultra-Reliable Communication
RAN Radio Access Network URLLC Ultra-Reliable Low Latency Communication
RAO Random Access Opportunity V2X Vehiculafto-everything
RAT Radio Access Technology VC Virtual Cell
RB Radio Bearer VNF Virtual Network Function
REST Representational State Transfer VolP Voice over IP
RLC Radio Link Control WP Work Package
ROHC Robust Header Compression YANG Yet Another Next Generatiomgdelling
RRC Radio Resource Control language)
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1 I ntroducti on

5GNORMAG s mai n o bg rowelt mobile nefwork architecture is to enable the

integration of different technologies and different use cases, concurrently for multiple tenants on

a shared imbstructure. Different use cases respectively services ategggrent requirements

which calls for differentserviceindividual realizations Together with the desire to separate
differenttenar®d net wor k resour ces ac c thisdecessgatestouse ont r ac
the right functionality at the right place and time within the network and to assign resources to

the right tenants.

In order to provide this flexibility, theetwork functiorvirtualisation (NFV) paradigm is adopted

in the mobileaccess and core network domain. Mobile network functionality is decomposed into

small er function blocks and flexibly instantiat
is complemented by the centralized contrebfiwaredefined networking, SDN) paradigm,

broadened by6GNORMA to become the comprehensigeftwaredefined mobile network

control (SDMC) concept, covering all aspects of mobile networks instead of just transport. The

network programmability offered through SDMC enabiesbile serviceprovidersto flexibly

control and manage their networks, and tenants, throaglexposedapplication programming

interface APlIs), t o customize their slicesd behaviour t

5G NORMA proposed 5 key innovations, more precisely 3 innovative ersaduhel 2 innovative
functionalities, that comprise such an ambitious mobile network architedtiike these 5 key
innovations acted ageneraldesign guidelingo all the work in 5GNORMA, each of the 5 key
innovations is put specifically into focus irdéferentChapter:

The8oAl nnovative Enabl ers

1 Adaptive (de)composition and allocation of mobile network functiondbetween the
edge and the network cloud depending on the service requirements and deployment needs
is tackled withChapter3 Use of functional decomposition for service adaptatioat
presents ways of function selection and placement

1 Software-Defined Mobile network Control (SDMC), which applies the SDN principles
to mobile network specific functions, is describedCimapter4 Control and data layer
specifically in conjunction wit centralized control

1 Joint optimization of mobile access and core network functionkcalized together in
the network cloud or the edge cloud, is an important aspect of many of the novel
functionalities presented in chap&Multi-technology architecture inletNes.

The A20 I nnovative Functionalities
1 Multi -service and contextaware adaptation of network functionsis coveredagain
by Chapter3 Use of functional decomposition for service adaptatiith the introduction
to multi-service radio access
1 Mobile network multi -tenancyis introducedn Chapter2 Flexible networkdesignwith
radio access networkR@AN) slicing; related questions with respect to radio resource
management andlenission controarethoroughly examined i@hapters Multi-tenancy

1.1 Scientific highlights

Multi-tenancy support is the heart of B®RMA in general and of WP# special where the
focuslies on its realization within the RANA number ofnotableoutcomesof WP4 form the
basis for multitenancyas well as proobf its usefulness, to highlight some

1 Afunctionally decomposedontrol and data layer architectioxeplace tod y desvork
of entities by a network of functions;

1 RAN slicingto extend network slicing into the RAN for a tenamdividual customization
of the RAN; and
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1 The poof that dynamic sharingf resources among multiple tenamver performs
worse tharstaticsharing

The functionally decomposed control and data layeates anetwork of functions. Iteplaces
today6s net wmowhicheachsuck entity itrasporssiblefor a preassigned set of
mobile networkfunctions.With5G NORMA, theonly entities that exist are different kinds of
cloud processing infrastructyrall interconnected by virtualized (SB&habled) transport
networks.Only one nonvirtualized physical layer functiofPNF) must remaimat the antenna
sites the PHY TP function blockt implementghe very lowest level of the air interfaéenctions
that inherently cannot be virtualized as they are -diital (analogue and mixed signal
processing). As presented in SectiBr, the flexibility introduced by sucla functionaly
decompoed control and data layernablesslice-individual and ther®re tenantindividual
service adaptatiarFurthermoe, as shown in Sectid®2, it can be used teealizea multiservice
capable RANN a very flexible and futurproof way. Multiservice support within a single RAN
instance, i.e. a single base station respectively cellcisicial functionalityif the RAN is to be
shared by multiple tenantgith diverseand likely contradicting serviceequirementgo theair
interface.

Both tenanindividual service adaptation and tenamtare multiservice support on common
RAN infrastructure culminate into the unique functionalityR#N slicing, which ispresented in
Section 2.1 Up to now, tenanindividual customizatiotis limited to the fully virtualized part of
the network, where its provided through network slicindRAN slicing effectively extends
network slicing intolie RAN,allowing tenantindividual customization athe air interfaceThis
includes depending on the slicing option chosargny of itsnonvirtualized physical network
functions Through RAN slicingnetwork slicing in 5SGNORMA effectivdy becomes entb-end,
spanninghe whole path fronthe data network (respectively ener service) to the UE

To proof the benefits of multenancy, m Section5.2.2 a criterion for dynamic resource
allocation amongst tenemis proposed. One of the most important key properties proisded
represented by the utility gain obtained averstatic sharing (SS) approach. In the latter strategy,
each tenant contracts for a fixed slice/fraction of the network resources atsadidiion for its
exclusive use. In this scenario, each operator independently optimizes ifmasecsations and
allocation of resources in order to maximize its utility. Under Nhéti-Operator Resource
Sharing MORA) criterion, that jointly optinies o p e r a t obrassdciationsamd resource
allocation, the overall network utility is clearly larger than that under SS. Furthermore, we proved
that for a given user association x, MORAOS
utility than that of S$CBV+16].

1.2 OQutl i nelamdom to ot her wor k

This document is structured as follows: This Chaptertroduces the overall objective tfe
WP4 work, highlighted three of its main outcomes and outliresttiucture of this document as
well as its relation téhe other5G NORMA work packages. Thmllowing Chaptes 2, 3 and4
cover general architectural aspectsefore apter5 and Chapter6 dive into specific WP4
innovationsand presentepresentative evaluation resultsirfher background informatioand
evaluation resultso the specific WP4 innovationgsan be foundn Part Il Throughout the
document, we provided security consideratjavisich cover most of the architectural aspects and
selected innovationsith possiblesecurity implications.

In detail,Chapter2 presents the control and data lafggctional architecture in conjunction with
three options foRAN slicing namely slicespecific RAN, splicespecific mdio bearer and sliee
aware RAN, toexemplify the support of multenancyby the 5SGNORMA architecture Then,
Chapter3 shows, byexample ofthree prominent examples broadband, low latency and mission
critical service, how the functionally decomposedleigeris utilized to adapt a slice to specific
service requirementsroughsuitablefunction selection ahplacementSecond, for the common
network functionghat areshared by multiple slices, it shows httve functionally decomposed
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c/d-layerhelps tarealize anulti-service radio accedn a flexible and futurgoroof way(AnnexA
motivates why at all to serviespecifically tailor transport over the air interfack).Chapted,

the c/dlayer function blockga complete list of function blocks can be foundAinnexB) are
characterized and categorised irgentralized contrql distributed controland data layer
respectively andspecific aspects of each class are discussed: The SDMC conegptamed
togethemwith centralized control, why and where to dégikomthe SDMC conceps motivated

in conjunctionwith decentralized control and the limits of virtualization, which lead to the
introduction of physical network functions (PNF), are discussed with the data layer.

Coming tothe specific WP4 innovations,Chapter5 presentssolutions formulti-tenancy radio
resource manageme(®RM) andadmission controlChaptet6 then presentseverabenefits of
multi-connectivity namely specific solutions tocrease reliabilityto integrate mrmwaveandfor
realizing virtual cells which increase efficiencyand service qualityni time-division duplex
(TDD) networks. Further innovations bring core functions to the RAN, which has several benefits:
The usercentric connection aregUCA) reduces mobility related signallingnobile edge
computing(MEC) reduces application latenepdreduced congestion in massive machine type
communicatioffmMTC) is achieved byglusteringmMTC signalling with assistance of a central
geolocationdataba®. Security considerations for both architecture design and specific solutions
complete the 5GIORMA view on flexible RAN desigrPart | concludes with summary othe

WP4 outcomesn Chapter7, Annexe withadditionalinformation on the general architecture
design and references. FinalRart 1l providesvarious additional background information to
specific WP4 innovations including further evaluation results.

WP4 Flexible RAN Desigonly covers a subset dfie overall 5SGNORMA architecture and its
related innovations, namely those of the RAN control and data dypee specificallyit focuses

on the questiohow to provide flexibility through functional decomposition and how to use it to
realize multitenarty and multiservice within a single RAN. In contrast, the main focugvéb
Flexible Connectivity and QoS/QoE Managemniat in shapingthe SDMC concept, i.ehow
control functionality can be implemented as SD® applications in a centralized way,
specifcally those for QoS/QoE anchanagemenf5GN-D52]. In WP3 Multisewvice Network
Architecture the designs of WP4 and WP5 are integrated into a comprehensive control and data
layer architecture and complementedWi?3 innovations on themanagement and orctteation
(MANO) layerand the service layefhe interworking of WP4 with WP3 and WP5 is therefore
primarily visible in Section4.1 on centralized control, where the SDMC concept and specific
SDM-C applications like QoS Contrake presented and the cootien to the MANO layer is
made.Besides QoS Contralhe Usefcentric Connection Area (UCAS. Section6.4) relies on

the SON application for deterniity a suitable UCAper UE one of thefunctiors discussed in
WP5 connectivity managemerfsecurity considerationswhich are provided throughout this
documentare to be understood in relation to the primary work on seénriis NORMA hosted

by WP3(Task 3.3 Securi}y From WP6 Demonstratorwhich realizesselected innovations of
WP4, first outcomescomplement WPA4wvork in respect toimplementationaspects e.g. on
southbound interface (SBI) protocol plugiior the SDMC controllerdf. Section4.1) and with
evaluation redts, e.g. for virtual cellsdf. Section6.3 and Chapted6). Finally, WP4 results
presented in this documerdontribute to the verification and evaluation of theoverall

5G NORMA architecturadesig, whichis carried ouin WP3 [5SGND33] and inWP2Use cases,
requirements and KPI&GN-D23], respectively.
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2 Fl exnbtewdelki gn

Traditionally, mobile networks implicitly group functions irmetwork entities via specification

of their interconnectianrespectivelyby absence of standardized interconnections between the
grouped functionsEach entity is responsible for a ftefined set of functions. Accordingly, the
degrees of freedom for assigning network functionality to physical network entiéiegegr

limitedRepl aci n

g the traditi on aétworkeffunciond af

for adapting the network to diverse services in a tailade way, by using differenirtual
network functions (VNFYyather than using just differeparameterisations of a commuiNF.
Each block may be replaceable and individually instantiated for each logical network running on

the same infrastructure. Depending on the use case, requirements, and the physical properties of
the existing deploymen¥NFs and (to some extent) physical network functions (PNF, cf. Section
4.3) areexecuted at different entities within the network. Coexistence of different use cases and
services would imply the need for using different VNF ataams within the networks detailed

in theChapter3.

| ®wis i

The mobile network must further integrate also legacy technologies to guarantee that it can
operate with existing networks. This is refleciiedhe following by using3GPP EPS as the basis

for the set of function blockGGNORMA f ur t her adds bl ocks

and

functionalities toimplement its aforementioned Key innovations.The involved NFs are

described irChapter4.

ti

amel

This chapter focuses on RAN slicing as the central novel functionality and overarching structural

element obG NORMAOD s

fl exible network design.

The

slicing options, presents the according control and dgé&a fanctional architecture for each of
them and shows the applicability to a set of current and future seavidese case8 discussion
of standardization relevance and potential in reference to 3GPP concludes this Sleapidy
considerations arprovided with later chapters, when individuspectsof RAN slicing like
function selection and placement, intBrmain interfaces or muitenant RRM areéliscussed

21 RAN S|

ﬂ
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Figure 2-1: Three RAN slicing options
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In [5GN-D41], we introduced three options for RAN slicithat are considered BG NORMA.
Those three options differ by the degree of freedéfsred for sliceindividual customizationas

well as the required complexity for implementatiom.the following, all three optiongointly
shown inFigure2-1, are summarized; afterwards, the functional architecture for each RAN slicing
option is detailed in the stgequent sectionall function blocks ar@escrbed in detail later in
Chapterd (also cf.Annex Band theList of Acronyms and Abbreviations above).

Option 1 Slice-specific RAN. The first option inFigure 2-1 refers to the case where only
transmission point specific functionality is shared among network slices while all other
functionality is instantiated specifically for each network slice. In this case, the
maximum degrees of freedom are achieved kmxaach network slice may be
customized down to the physical layer. On the other hand, this option requires a tight
synchronization of the multenancy policies applied to the common part and the per
slice (dedicated) implementation, which may limit tldlievable multiplexing gains
considerably. Examples for this option include the possibility for implementing
different radio access technologies within the same shared spectrum, e.g., 4G and 5G,
or to separate two deployments while still exploiting mudtiqohg gains.

Option 2:Slice-specific radio bearer. The second option ifFigure 2-1 refers to sharing
transmission point (cell) specific and user specific functionality, i.e., PHY and MAC in
the datalayer, and RRC in th control layer. This options slightly reduces the
complexity because resource multiplexing would be implemented across all network
slices and each network slice makes use of the same efficient flexible RAN
implementation; on the other hand, each netwiick say still customize the operation
through configuration and parameterization based on the seegceementsand each
network slice may still implement its own Qo@ntrol(QoS prioritization). Hence, this
option provides a reasonable traaféof flexibility and complexity.

Option 3:Slice-aware shared RAN.The third option irFigure2-1 refers to a deployment where
the complete RAN is shared by multiple tenants. This option is close to existing
solutions such asDECOR[23.71] although in our case, multiice connectivity is
considered. Hence, one UE may be connected to more than one network slice. In
addition, theSMDC Coordinator $DM-X, cf. Sectiord.1) is quite powerful in this
option because a significant part of the RAN functionality may be implemented as
applications on top of the SDIX.

The above options are not meant to cover all possible RAN slicing options but they cover three
setups of particular interest, each providinffiedent benefits and requiring different degrees of
complexity. In addition, the different options mayexist, e.g., Option 1 may multiplex network
slices customized down to the PHY layer ws#is ofnetwork slices implemented using Option

2 anda setof Option 3dlices can be multiplexed eithalso withOption 1 orwith Option 2, then
shaing the lower partip to MAC with othelOption 2slices

1 Network dicing, in generalyefers tosharing a common infrastructure between multiple logical network instances
(see also [GGMND32]). In this context, a tenant can be a mobile network operator, or companies from vertical
industries requesting and using a network slice instance.
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211 Sl i-xpeeci fi c RAN (Option 1)

RRC Cell
GDB

Multi-ten.

Scheduling
QoS Schedulf

SDMX

5GNORMASDMXNF

5GNORMASDMGNF

I Control laye

5GNORMASDMGNF

e.q

Data layer
-= ===

t,c, Xnfo exchange SDMéhabled control) ) common/dedicated per slice
C,U,M Interfaces distributed control ® ® common/dedicated control app
== == control/data layer interfaces @ standard/modified by 5G NORMA

Figure 2-2: Functional control and data layer architecture, RAN slicing Option 1 (slice-
specific RAN)

The functional architecture for the first option is showrFigure 2-2. The depictedowercase
letters(m, r, ¢, €, n, S, p, 0, ¢ indicatethe exchangeof informationduring operation between

the respective function blocks.|étter at the bottom aineblock relates to the same lettetap

of other block(s)implying a controlling logic and controlled agent relatibhe uppercase letters

(C, U, M) represent proprietary control interfaces between distributed control and data layer (for
the rationale and details cf. Sectibi2).

Transmissiorfand receptionpoint specific functionality is shared across networtesliwhile all

other functionality is implemented specifically by each network slice. This choice may coincide
with the choice of functional split betwethre access point (AP) respectivatyore precisely the
distributed unit (DU)located at theantenna sé and the central unit(CU), i.e., the SDMX
functionality may be executed at tH2U controlling the PNFs, while the sligpecific
implementation would be implemented at the centralized processor using partly VNFs.
Alternatively, the SDMX may be more cdralized controlling multipleDUs depending on the
connectivity properties between SBXland PHY TP.

The implementation of Option 1, in particular the SDWis very challenging because each slice

may implement an own sliegpecific scheduler. The resouncenagement of these schedulers

and the multtenancy policies enforced by the SBheed to be kept consistent, which requires
closedloop feedback between the SB¥and perslice schedulers. However, this may be

alleviated by reserving fixed resources plce, such as for legacy systems, which would also
limit the multiplexing gain significantly.

Hence, the interface between common and dedicated part would mainly cover radio resource
management information in order to allow for multiplexing the differeetwork slices in the air
interface, i.e. no pogirocessing of time/frequency domain symbols necessary. This covers also
inter-cell coordination algorithms such as ICIC, which may be implemented in each slice but need
to be coordinated with the SDM, e.g., ensuring similar resource allocation of the same network
slice at differenAPs.
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FurthermoreFigure2-2 shows that RRC Cei$ located in the commoanddedicated part. This
reflects the possibility of individu&RC Cell implementations in each network sliadile the

set of configuration parameters pertaining to PHY (e.g. enabled antenna elememntsal
transmissiohis under common contrdilice-specific RRCCell may be necessary in the case of
legacy systeas that are not slicingapable In addition, the RRC User function block is
implemented in each network slice, i.e., also user mobility would be implemented in-a slice
specific way. Hence, if a user connects to multiple slices of Option 1, it must b® abilgport
multiple RRC instances.

A key enabler for this option, and for the following RAN slicing options, is a flexible RAN
numerology as investigated by H2020 FANTASTG, cf. Section 3 in [F5®32]. Such a
flexible numerology allows for allocatingdio resources and configuring their usage in a service
specific manner. Hence, each network slice representing a different service may use individual
numerologies in order to adjust the air interface to its requirements. As such, using RAN slicing
and ths flexible numerology, very different networks, i.e. ¢agknd logical networks, may be
implemented in the same spectrum in order to optimizesitie resource usage.

212 Sl i-xpeeci fic radio bearer (Option
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Figure 2-3: Functional control and data layer architecture, RAN slicing Option 2 (slice-
specific radio bearer) (function types)

The second RAN slicing option is illustratedrigure2-3 where both the transmission pband

user specific parvf PHY and MACis shared across network slices, and the service (or bearer)
specific part is implemented in each network slice. Hence, in this option, the individual network
slices rely on the same radio access technology bubroiz their operation at lower layers
through parameterization and at higher layers through customized implementation.

In this option, the MAC layer and with it the Tibhsed scheduling is part of the shdtatttions

This tighter control of the radio resrces may increase the achievable multiplexing gains and
alleviates the consistency requirements compared to Opti@m the other hand, the interface
between the shared and dedicated gartdre complex because more interactivity between both
parts isrequired, e.g., the actual resource assignments in the shared part must be reflected by the
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RLC layer in the dedicated part (segmentation, ARQ), channel measurements need to be
exchanged, etdll this informationneed to be handled by this interfadetween shared and
dedicated partAgain, this interface may coincide with the interface betwee®the&xecuting

the common part and the edge/central cloud executing the dedicated part. Consequently, also the
SDM-X in Option2 is more complex than in Optidrbut it also offers more degrees of freedom

for resource sharing among slicas well as opportunities for future evolution. While the
MAC Schedulingfunction is element of the common part and therefore does not allow for
customization by the tenant, th@®Control functionis element of the dedicated part and offers

the possibility for slicespecific control based on policies and constraints customized by the
tenant. The information about the individual services and their QoS requirements would be
providal to the MACScheduing function block respectively its Qd&heduling subbloghkvhich

then enforces those QoS constraints as part of its-saritice framework.

Compared to Option 1, the RRC Cell and RRC User function blocks are common to network
slicesof one UE and therefore the mobility handling is significantly simplified. The PDCP
function block is part of the dedicated network slice implementation and as such also the security
context in the RAN, i.e. the tenant may implement the security funaifoeach network slice.
Furthermore, the RLC and PDCP function blocks are listed both on the common and dedicated
part. The function blocks in the common part are used for the control signalling, which is user
specific, and the RLC/PDCP function blocks lre tdedicated part are used for the data layer,
which is service/bearer specific.

~N
J

Slice Slice Slice Slice
MNO 1, MBB| MNO 2,l0T MNO 1, MBB| MNO 2,107

rewop Y40MauU 8109
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r Service
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Figure 2-4: Integration of RAN slicing Option 2 and multi-connectivity based on MAC and
PDCP layer, respectively
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Furthermorein this option most ingredients of a flexible RAN are included in the common part
such as the flexible numerology mentioned before, carrier aggregation, RRC state handling, etc.
Hence, it is not necessary that each slice needs to reimplement this fleXl&unctionality

but may use one efficient implementation while customization through parametrization is still
possible. In addition, mutgonnectivity can be well integrated with this RAN slicing option as
illustrated inFigure2-4.

213 Sl i-awar e shared RAN (Option 3)
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Figure 2-5: Functional control and data layer architecture, RAN slicing Option 3 (shared
RAN)

The third option is illustrated ifrigure 2-5 and corresponds to the case where the RAN is a
common resource for network slices. This case is similar to the ongoing discussion in 3GPP SA
[23.799], which considers slicing only in core network and treats the RAN as a common resource
[23.501] In 3GPP LTHESAE, eDECOR has been introduced which allows for implementing
dedicated core networks such that each UE may be connecteclistomized core network.
Furthermore, 3GPP LTEAE allows for connecting a UE to multiple PDNs while udiing same
serving gateway (SGW). This is the main limitation, which is alleviated by 5G where each UE
may be connected to more than one network slice (i.e., core network). Hence, this option would
provide seamless migration and requires minimal changasgitent standards.
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Figure 2-6: Exemplary deployment using RAN slicing in the context of an industrial
campus deployment
Figure 2-6 shows exmplarily different network slices that may -eaist within the same
deployment such as an industrial campus network. In this particular example, we stagger different

RAN slicing options, i.e. RAN slicing Optich multiplexing data from two network sliceada
the common part of RAN slicing Optidh

In particular, the following slices are shownHRigure 2-6 (note that those are examples which
may have different requirements or implementations in other scenarios)

f

4G (egay systems): This network slice represents a legacy network such as 4G
whichisintegrated into the same infrastructure. In existing deployments, it is unlikely
the installed terminals could be replaced all at once, but those terminals will rather
co-exist with new deployments utilizing 5G technologies enabling novel service.
Hence, the architecture needs to integrate both existing standards as well as upcoming
technologies, which is refleatiby RAN slicing OptionL.

Critical 10T slices may be implementedthin factories for novel and critical 10T
services|5GPPPWP]such as wireless robot control. They may also use different
radio access technologies in order to satisfy the requirements and constraints imposed
by the use cases and requiring customizatmardto the PHY layer. Compared to
other slices, they may not require NAS signalling (or only very limited).

Massive I0T slice may not need customized PHY and MAC layer which also
increases the deployment flexibility of sensor nodes as well as reduaesastsi
because noproprietary technologies are used. The required access may only be local
at the factory in order to guarantee data privacy. The slice may be (partly) operated
by the industrial tenant, e.g., ddagerprovided by tenant and contdalyer (partly)
provided by third party (e.g. MNO).
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1 eMBB slice may be provided by MNO but operated only on the factory ground in
order to provide data access into the public network, e.g., for video telephony and
similar services.

1 The two massive loT slices Hte right may be operated by the MNO in order to
provide data access to third party companies operating equipment on the factory
ground, e.g. logistics companies tracking goods. The slices may exploit additional
infrastructure on the factory grounds irder to improve coverage while the fagtor
owner may offer these services jointly with the MNO.

[5GN-D32] and pGN-D33] provide more detailed analyses of business models and stakeholder
roles which would affect the above architecture.

22 Standardi zandenamdcel epwtaenti al

This section does not aim to provide an architecture comparison bés@&0ORMA and 3GPP

5G systems in general, rather to use 3GPP 5G as a best possible reference to show standardization
relevance and potential &G NORMA innovations. Nte that5GNORMA is primarily a

research oriented project ab@ NORMA does not aim to specify complete network systems for

5G at the first place.

The baselines of 3GPP neggneration radio access network (IR®BN) are being captured in
[38.300]. As depited inFigure2-7, NG-RAN consists of gNBs and/or eNBs, providing the

plane ana-plane(hamed elayer and dayer in5G NORMA) protocol terminations for the radio
interfaces towards the UE. The gNBs and eNBs may tieecionnected with each other via Xn
interface. The gNBs and eNBs are connected to 5G core network (5GC) via NG interfaces, more
specifically to AMF (Access and Mobility Management Function) via theNiGterface and to

UPF (User Plane Function) via the N&Ginterface [23.501]The functional split between NG

RAN and 5Gds givenin Figure2-8.

AMF/UPF AMF/UPF B
SN
% > 5GC
S
| | 4
=z 4
(e ? © (9)
o -
Xn © NG-RAN
NB
gNB (( )) 9
'@\ /+°
gNB

_/

Figure 2-7: Overall architecture of 3GPP 5G network (Figure 4.1-1 of TS 38.300)
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Figure 2-8: Overview of functional split between 3GPP NG-RAN and 5GC (Figure 4.2-1 of
TS 38.300)

A realization of the 3GPP 5G system on SGRMA would have, for the 5GC part, tieentrol
functions ofAMF and UPFmplemented as a set8DM-C applicationse.g. NAS Controlvould
be part of such a seftheUPFis partof the NAS dlayer function blockThe NGRAN, i.e. the
functionsof the gNB, would bgrovidedby the following 5GNORMA function blocks:

1 Radio Admission Control: Multtenant SchedulingDM-X Application (Multi-tenant

Policy for RAN Slicing Option 1)

Connection Mobility Control: MobilittManagemenEDM-C Application BGN-D52]

RB Controland Measurement Configuration & Provision: RRC User adititionally

RRCdlice for RAN dlicing Option 2

1 Intercell RRM and Dynamic Resource Allocation (Scheduler): M2dheduling
distributed control function, with tenaapecific control via SDMX applications Multi
tenant Scheduling arDM-C/X applicationQoS ®ntrol

Further aspects of NRAN architecture and interfaces can be found in [38.801]. In particular,
the gNB architecture consists of a central unit (CU) and one or more distributed unit (DU)
connected to CU viksC and FgUJ interfaces for €plane and kplane, respectivejyas shown in
Figure2-9.

1
1

3GPP has considered various options for reconfigurable RAN functional split between CU and
DU, as shown irFigure 2-10. 5GNORMA omits spit Options 3 and 5 within RLC and MAC,
respectively, and High PHY, Low PHY and RF PHY relate to PHY User, PHY Cell and PHY TP
of 5GNORMA, respectively.

For multiconnectivity architecture, 3GPP has been focusing on RAN level integrated dual
connectivity ketween NR and LTE. RAN supports for network slicing are also addressed in
[38.801], focusing on enabling selection of network slice and CN instance by a gNRANG

also incorporates supports for UEs in inactive mode, QoS flow management and mappiag to dat
radio bearers as well as new challenging services such ageliitde and low latency
communications (URLLC).
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Figure 2-10: Functional split options between CU and DU (Figure 11.1.1-1 of TR 38.801)

In a highlevel comparison betwed&G NORMA and 3GPP 5G access network architectures, the
following can be observed:

1 Both are baring views in many aspects, including flexible RAN functional split or
function decomposition, multonnectivity with NRLTE tight interworking and RAN
level integration, supports for network slicing, UE inactive state, QoS flow and radio
bearer mappingnd management.

1 5GNORMA, however, has more extensive considerations on/SDMC-enabled
architectures and flexible mulervice and muklienancy supports via means of network
slicing, resulting in a more centralized SDMC based architecture. This enreaie
facilitates different RAN slicing innovations with more flexible and dynamic adaptive

function decomposition, as presented in Section 2.2.

The following Table 2-1 provides a more insightful view fro'8GNORMA innovaion
perspectivewhich of the 5 5GNORMA overall objectives they address and how in this respect
they compare to the approach 3GPP has taleoan be seen, 3GPP in many aspects took similar
approaches to 5dORMA. Most notable differensestem from thalifferent approaches of

5G NORMA and 3GPP. While 5GIORMA start fromhighest possible flexibilityand reduces

where technically necessary, 3GPP starts from with the legacy approach of a network of entities
and a RAN core split and adds flexibility as nektler the short term targets. The results become
visible especiallyat the RAN, where 5SGlORMA appliesits SDMC concept andffers RAN
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slicing, while 3GPP, at leaghefirst phase of 5G standardizatignst adds support for network
slicing to NGRAN, i.e. a nonsliced RAN comparabléo RAN slicing Option 3 buivhich lacks
the programmabilityoffered through SDMC and accordingly the means for sfidevidual

customization of the RAN

Table 2-1: 5G NORMA innovations vs. 3GPP 5G, grouped according to the 5 key

Innovations
Adaptive
(de)composition and
allocation of mobile

innovations

5G NORMA

f

Flexible and clou€RAN
based approach

3GPP 5G
1 Flexible and cloud
RAN based approach

network functions I Multi-RAT MC with tight 5G Multi-RAT MC with
LTE interworking tight 5SGLTE
1 More dynamicSON based interworking
 Semistatic
reconfigurable
STOESOEERIIEE [  NFV-and SDMGCbased c/d  § NFV is more visible in
network control layer to realize a slice 5GC
(SDMC), individually customizable 9 Certain legacy design
network of functions principles are kept to
allow RAN and 5GC
evolve independently
as much as possible
Joint optimization of 1 RAN support for iRbear QoS  Through functional
mobile access and core differentiation split between NG
network functions I RAN suppat for context RAN and 5GC, e.g.,
aware service deliver§multi- RB control and some
service radio access) QoS flow managemen
1 UE in INACTIVE and RAN is moved to gNB
pagingas defined by the UCA  Feature specific
concept optimizations, e.g.,
1 Integration of mmAP clusters  supports for MTC, UE
in INACTIVE and
RAN paging, RAN
support for context
aware service delivery
Multi -service and 1 URLLC support 1 URLLC support
contextaware f  Multi-service radio accessd
adap_tatlon of network high data rategia mmAPs
functions
Mobile network multi - 1 Network slicingincluding 1 Network slicingfor

tenancy

RAN slicing

5GC andNG-RAN

support for netork
slicing

I Extensive considerations on
characterization/categorizatic
of tenants for future mobile
networks
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More gpecifically, 5G NORMA partnerdhave(so fa) submitted21 contributions to 3GPP RAN2
and RANS the two 3GPP specification groups that the innovations of WP4 mostly appheto
complete list of standards contributions will be docuneatehe end of the 58ORMA project
with [SGN-D72]. Thesestandardsontributions expressG NORMA views andindingsin some
selected topics, including:

1
1

E

E |

Support of novel services 5Gbeyond mobile broadband, in particular ultediable low
latency cormunications (URLLC)[6GN-D41] Section 1.3 innovations 1, 3, 5 ang;13
Requirements and principles for network slicing, including isolation between network
slices and how these requirements can be supported in slicing the [RAN-D41]
Section 3.3 and 8&on 1.3innovation 2)

RAN slicing, in particular radio resource isolatigsGN-D41] Section 3.3)
Multi-connectivity supports including tightterworking between LTE and 38R
([5GN-D41] Section 1.3rinovations 1, 3, 4, 5 and;7)

RAN level QoS flow maagement and PDCP relocatiofpGN-D41] Section 1.3
innovations 11 and 32

Support of UE in an INACTIVE state with RAN level pagif§GN-D41] Section 3.2.1.4
andSection 1.3nnovation 6)

Multi-connectivity support, as describedSaction6.1;

RAN support for network slicing iRAN slicing Option 3, described in Sectidhl.3

with two innovations to enable the UE to access multiple network slices simultaneously:
(i) PDCP multiplexing of servicddws from different network slices and (ii) coordinated
dynamic scheduling and seimérsistent scheduling based resource allocations. These are
described irPart IIChapterl7,

SON based flexible configuration of 5G RAN protbstacks aims for possible support

of more flexible and dynamic ethe-fly adaptation of the RAN function decomposition,

as compared taather semistatic reconfigurable options for RAN functional split
between CU and DUR{gure2-10) ([5GN-D41] Section 1.3nnovation 9;

UE agent basedndto-endconnection decomposition concept, which is directly related
to and goes beyond 3GPP Rdl study on context aware service delivery in RAN for
LTE [36.933]. This innovation alsprovides an effective means for integrating and
leveraging lower data rate satellite communications into 5G network syste@GN-(
D41] Section 1.3nnovation 10.
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3 Use of

functi

adaptation

onal

A fundamental aspect of flexible artdcture is its ability to adapt to multiple services with

different requirements, yet with minimal or no infrastructure amendments. In this regard, function
decomposition plays an important role in tailoring the network operation to its specific needs,
thereby attaining the desired adaptability in terms of allocating the network functions and
resources based on the requirement and deployment characteristics.

The remainder of this section is divided into three major parts. First, the concept of flexible
function selection and placement is put forward, thereby highlighting the fact that different slices
may involve different network functions located at different places. Second, the notion ef multi
service radio access is analysed, elaborating on the caatefifferences between multi
connectivity, multitenancy as well as muiservice. Third, the above analyses are complemented

with security considerations.

331 Functi

on

sel ec

Conceptual relation to network slicing

tion and

pl ac

As discussed in Chapt@r the concept of flexible network design entails the ability of network

functions to be deployed in an adaptive fashion. This practically means that, in contrast to

conventional network architectures where network functions aeecgmfigured, network
functions are dynamically configured both in terms of functional operation and physical location.
In fact, with the flexible design approach embraced ilNGIRMA, a new dimension in network
architecture is offered, where functiong systematicallyextracted from a pool of resources and
utilised exactly when and where they are needed.

Such network design is in line with the architectural approactetwork slicing In particular,
the fundamental conceptual element of network sliagsighe separation of services into
independent logical networks. In this respect, the NlIRMA architecture comprises

decomposetlunctionalelements, which can be allocated on demand, such that different slices are

associated with different network furmi blocks. Moreover, the diverse requirements of network
slices (for example, in terms of latency of dneknd services) imply that the requirements on the
physical placement of individual network functions alsg/var
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Figure 3-1: Function selection and placement (RAN slicing Option 2)
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A closer look on flexible function allocation

We distinguish two basic levels of flexible function allocation, nanfighction selectiorand
function placementunction seletton refers to the set of the network functions deployed in a
slice, thereby reflecting the ability of the M®RMA architecture to construct the functional
operation of a network slice via functidiiocks. Function placementefers to the physical
networklocations where those functions adeployed again on the basis of a particular network
slice with given requirements.

The above two levels of flexible function allocation are illustratdeignre3-1. In particularwe

map the concepts of function selection and function placement onto the principal types of network
slices anticipated for 5G, nametyobile lroadband, low latency andission criticalslice. As

can be observed frofigure 3-1, different slices comprise different set of functions placed in
different parts of the network, aiming to better meet the diverse requirements imposed. Next, we
treat each of the three slice tgmeparately and elaborate on the effect of funaalaction and
placement on the considered architectfmeusing on the data layer

QoS control per network slice

In line with the above consideration, the network will be designed as asanlice adaptive
mobile network where the network resourcedfiiuthe service requirements in a flexible and
dynamic way per each network slice.

The QoSControl function block will be in charge of the network monitoring and configuration

For the QoS monitoring tasks, twdb G&ippirrolascihweed .cc
The nonintrusive methods are purely based on monitoring the already available QoS parameters

(i.e., latency, jitter, or packet loss). On the other hand, intrusive methods are based on installing

specific purposeésDM-C applications to geadditional QoS parameters. Other solutions are

focused on including new netwoflnctiors (e.g., network probes and analysers, deep packet
inspectors, etc.) that are responsible for capturing the traffic from a certain service and analysing

its performane.

A QoS agent (specific piece of software) in netwioikction blockg(VNFs, PNFs) will monitor

the QoS status at run time, e.g., connection speed or packet loss rate. When some monitoring
parameter does not fulfil the proper values, an event will bergiad and captured by the SBM

C/X anddistributedcontrol functions. Then, the QaSontrol function block will receive the
reports of these events from the controllers and will aggregate and analyse the data, enforcing
new configuration actions (resourcescheduling, new resource assignments) on the network
function blocls to meet the QoS requirements of each mobile service according to the assessment
results. The adjustment happens when the evaluation vedatesa threshold that is defined by
service requirements.

The broadband slice

Function selection aspect of flexible desihebroadbandlice isdesignedo serve applications
associated with high data rate transmissions. This means tharahdbandslice involves
network functions the primd use of which is to increase the overall throughput. Hence,
considering the network functions analysed in deliverable D4.1 {B@N, thebroadbandlice

would involve the PDCP split bearer as well as the MAC carrier aggregation (CA) function blocks
from the data layerdomain. Of course, any combination of the different transmission legs is
possible. For instance, the MAC CA function can be applied to one or more components of the
bearer, which is split in PDCP by means of the PDCP split bearer funetifigure 3-1, an
exemplary implementation of function selection for tieadbandslice can be observed the

left part.

Function placement aspedBeside function selection, a typical example of locating network
functions based on the correspondimgadbandervice is also depicted in the left parFidure

3-1. Specifically, we notice that the PDCP and PDCP split bearer blocks are locateddyehe
cloud This location has beerhasen to facilitate muktonnectivity as well as to minisethe
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mobility signalling to the core network gR16]. We also notice thain contrary to PDCP
functionalities, RLC as well as lower layers of the protocol stack need to-loeated at the
antenna site This is due to their redime operation, implying a synchronous interaction between
one another and thus a low latency idtgrer communication.

The low latency slice

Function selectionContrary to thébroadbandslice, the main requirement ftine low latency

slice type is not, in principal, high data rate. In fact, with the exception of virtual reality services
where both latency and throughput need to be taken care of, low latency applications are usually
associated with machirtgpe packetsf bursty nature, the size of which is considerably smaller
than that of the usual packet size of MBB applications. This means thatowtgctivity is not

a crucial element of the low latency slice and is therefore not included. This is depicted in the
middle part ofFigure3-1. It is also important to notice that for slices supportilige-low latency
requirements, the out&utomaticRepeatequest (ARQ) function is also not included in the RLC

part of radio stackthus the RLC operates in the unacknowledged mode. The RLC UM is thus
included in this slice.

Function placementThe low latency slice entails special, tight requirements in terms of the end

to-end latency. This demands for the realization of the networgtibns in a location which is

as close to thantenna sitas possible. As a result, there is no use of the edge cloud for this slice;

instead, all network functions are placed in(lbgical) edge cloud cdocated at the antenna site

(which may bea small NVFI integrated into the DU)including those supporting PDCP
functionalities. I n other words, the edge cl ouc

The mission critical slice

Function selectionThis slice is designed to mainly supportvéegs withultra-high reliability

level$. Such reliabilitylevels are considerably higher than the usual values in LTE, and are
sometimes referred to as tfief i v ereliabilityd e i mplying that communi c
established without errors for agast 9999% percent of time. It is important to note that the
above required reliability level refers not only to the tifioe which a UE is within a given area

with decent coverage, but it rather refers to the overall percentage of time, thus inalading
areas with limited coverage. In other words, the requirement for high reliability here encompasses
the need for eliminating coverage holes, such that sufficient coverage is provided®89%9

of UE operation. Suchltra-high reliability levels arehard to achieve with existing standards,
implying that new access techniques need to be employed. To this emhtahauplication
method has been recently proposed as a special case otomméctivity. Contrary to mukHi
connectivity variations propes for broadbandservices [36.808], data duplication involves
replicating the same message over multiple links, so as to leverage the independent streams and
increase the probability of correct receptiorayi6], [MVD16]. Of course, this would involve
modifying the functionality of PDCP, so that data streams are not split into multiple legs (as is
the case in thbroadbandlice) but duplicated insteathus achievingedundancy. This implies

that special coordination needs to take place to ensure thatasepf correctly transmitted
messages are discarded, and thvaecessary further transmissions of already successfully
received data aravoided whenever possible. It is worth noting thatrtissing criticalslice
involves the acknowledged mode in RLi@(, the RLCAM block in the right part oFigure3-1),

as opposed to the RLAOM block used for the low latency slice.

Function placementAs mentioned above, high reliability entails censedi functionalities
which are mainly associated with the coordination of the duplicate transmission. In particular,
given that duplicated and redundant streams must be jointly coordinated, a distributed

2 Although high reliability and low latency are sometimes studied on a common basis (known-eslialita low
latency communication services, URLLC), ultvigh reliability entails a different architecture design which is the
focal point of this paragrdmp
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implementation of the RLC and PDCP functionality would entail a largealling overhead
between the involved nodeshichis in principle not desired. As a result, the realization of the
functions in the PDCP and RLC stack is expected to take place in the edge cldtigye-1,
right part).

32 Mul-geir viraeli o access

[Tenant] [Tenant? [Tenant3 [Tenant}

Non-access Mulii-connectivit
stratum .
Multi-tenanc
Access,
stratum

Multi- |
connectivity Multi-tenancy
Inter-tenant
Multi-connectivity Multi-servicé

1single tenantZsingle connectivity

Figure 3-2: Multi-service vs. multi-tenancy and inter-tenant multi-connectivity vs (single
tenant) multi-connectivity

Multi-connectivityis the technique to connect a single U&HE) to multiple distinct instances,

i.e. cells, of a single service respectively slicfeFigure3-2. Multi-tenancy on one hand, means

that multiple tenants share common infrastructure, including sharing a singiletesface
instance. On the other hand, with respect to a single UE,-tenlincy means that the UE
connects tdhe services afultiple tenants concurrently, i.e. in the sense of multihgnwhere

the UE connectgo multiple data networkén parallel This sharing by multiple and connection to
multiple tenants may be for the same single service, i.e. is independent of whether the service
offered by each tenant differs or not. A UE may need to concurrently support both, multi
connectivity, the connectiaqim multiple instances, and mutgénancy, the connection to multiple
tenant s, due to different availability- of t he
individual mobility control. Suchnter-tenant multiconnectivitytherefore occurs, van a UE
connects to multiple slices, but the connectivity to the slices is provided to the UE via different
cells.

In 5GNORMA, each slice provides exactly omelecommunicatiorservice e.g., eMBB or
URLLC. Having just one service per slibest capturethe benefits of slicing as #llows for
optimizing a slice forits specific service asliscussedn Section3.1 Accordingly, a UE that
utilizes multiple services in parallel connects to multiple slices in parallel. On fullyalized
network infrastructure, where specifically communication/transport resources are fully
virtualized, the same means, namegtwork slicing is used to implement both muténancy

and multiservice. This is typically the case in the ramtesstsatum. In contrast, communication
resources in the access stratum are not virtualized into generic units of transport resources. The
implementation of transport over the air interface itself is very much dependent on the service and
deployment needs anbereby represents an important differentiator for tenants. Accordingly,
implementation of transport differs between services and between tenants, notwithstanding the
use of a common implementation where this is deemed sufficient.
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The previousSection3.1 showed how the functionally decomposed-leigkr is leveraged to
realize different services as well as how to support different deployments, considering isolated
services. The following elaborates on htwe functionally decomgsed c/dayer is utilized to
implement multiple services concurrently within a single air interface instance, i.e. how to realize
amulti-service radio access

(IAC) eMBB URLLC MMC eMBMS
—r— Lt S e —
clayer  clayer d-layer+RRM RRM d-layertRRMRRM  d-layerand c-layer d-layer+RRM
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Figure 3-3: Example 5G New Radio multi-service RAT for RAN slicing Option 2

Figure 3-3 shows a possible mulservice capable future 5G RAT implementation using the
functionally decomposed cldyer as proposed by S8ORMA. In this example, the access
stratum suppas four services, eMBB, URLLEGIMTC and eMBMS, the former two additionally

for D2D. Each service has a different reatiion on the PHY layer (PHY User), but all share a
common carrier, i.e. share the mixed signal and analogue processing part (PHY @P). In
simplified implementation, a subset or even all services may employ the same subcarrier spacing
and symbol length (assuming an OFBidsed system). Thigould allow the lowest part of PHY

Cell, namely the (i)FFT and CP insertion/removal, respectivelgubband filtering for filtered
waveforms like UFOFDM, to be shared in addition to PHY TP. The upper part of PHY Cell and
PHY User differs for each service, creating an optimized implementation for the specific service.
Such servicespecific PHY User implementationsand their respective RRMmay be (with
references to selected results frBIR020FANTASTIC-5G):

1 RRC Cell provides signals for synchrsation and channel measurement as well as initial
access (IAC) to the system (system broadcast, contdraieel UL access and basic DL
channel), being simple and robust to be accessible by all UEs from low cost machine type
to high performance broadba(j#5G-D31] Section 6.6.4.1 synchronization signal)

1 eMBB is optimeed for maximum spectral efficiency, usiig TTI duration andpilot
patterns DM-RS) adapted to the coherence time and bandwidth of the radio channel as
well as multicell multi-user capable advanced spatial multiplexing and receive
processing (CoMPF5G-D32] Section3.3.2 physical downlink contf@ghannel)

1 URLLC is optimied for lowest latency at the cost of spectral efficiency,singivery
short TTls and accordingly higher DRIS overhead and an RRM able to-prapt other
service{[F5G-D42], Section2.4dynamic resource allocatiin

1 D2D conves control information only (senpersistent radio resource assignments) in a
robust way, specifically for its respective service eMBB or URIEBG-D42], Section
3.1 D2D)
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T mMTC is optimsed for processing massive amounts of sporadic small packets,
employng contention based access, open loop link adaptation (MCS selected and
signalled by UE) and autonomous synchsation (ATA) for maximum energy
efficiency (UE side) in UL and sizeptimised and robust DL control to provide extended
coveragg[F5G-D32] Setion 6.1 waveform candidates, [F5042] Section3.2 efficient
massive access protocpls

1 eMBMS is adapted to readi a DL singlefrequency network (MBSFN), employing inter
cell coordination and extended CP length and opéichisubcarrier spacing for both
control and data laydfF5G-D42] Section3.3 MBMS).

The distinct PHY layer implementation per service, i.e. the different PNF types used for PHY

Cell and PHY UE, imply distinct PNF instangasr each service. Accordinglyaler 2 (MAC,

RLC and PDCP) mustnaploy different VNF instances per each service, too, but the same type

of VNF may be used for each instanciegpoinfodayos
is to use the samealer 2 protocol implementation but with different sets of allowed optods

parameter settings per each service. When the system evolves over time and especially when new
not yet foreseen use cases emerge, a new VNF type can be introduced in any service without
impacting the others, thereby guaranteeifigiure proof overallsystem design.

The distributed control VNFs RRC Cell, RRC User and MAC Scheduling again differ in their
type. Note that the RRC protocol that RRC Cell and RRC User use to communicate with UEs
may be the same foesgeral services similar as thayer 2 preocols PDCP, RLC and MAC may

be the same, but the control logic and relevant state is specific to each service and accordingly the
NF type of RRC Cell and RRC User.

For RAN slicing Option 2 depicted here, the data layer implementation of the access stratum
becomes slicspecific(and therefore tenaspecific)at RLC and above. The same considerations

as for the (access stratum) control layer RLC and PDCP implementations hold, i.e. NF instances
differ but NF types may be common among services respecthiadg.sSince implementation is

now slicespecific, multiservice (and muklienancy), like in the neaccess stratum, are provided
jointly by means of network slicing.

So far, the access stratum provides radtivice differentiation. Furthermore, the coompart

of the access stratum needs toshies-awarefor multi-tenancy support. Common NF instances
shared by multiple slices maintain the doe@ne mapping of traffic to individual slices and SDM

X provides each slice, via the 5GNORMFDMC-SDMX interfae (cf. Sectiord.1), the means

to influence how traffic of their own slice should be processed. Thereby, both separation of
services and separation of tenants become available in the common part as it is available in the
dedicded part of each slice via network slicing. As a result, network slicing iINGBMA
effectively becomes erm-end, spanning the whole path from data network (respectively end
user service) to the UE.

33 Securonyi derations

Flexible function placement nigpose a security issue, as a network function may be placed in

different environments with different security threats. To cope with that, when designing and
implementing a network function for which flexible placement is applicable, the security
architectire of this network function musbnsider all possible placements, includinp e A wor st
caseo placement, i.e. the most hostile or expos
its placement and designed to adapt to the actual placement, thialsnaapply to security

measures implemented within that function.

Also, flexible function allocation may imply that two communicating network functions could in
some cases reside on a single hardware platform, with few possibilities for external atacker
interfere with the communicatioklowever, the same tweetwork functions couldh other cases

reside on two geographically separated data centres, interconnected by inherently exposed wide
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area connectionsThere can besvendynamic changes betweehese two setups during the
lifetime of the communicating network functions.

Sectiord.3 describes the general principles for securing interfaces in th&lGFG&VIA
architecture. For inteddomain interfaces, cryptographic securitgsociations are always the
means of choice, independent of the location of the network functionsdbmrain interfaces

within the distributed cloud environment can be isolated and secured by general security
mechanisms of this environment that canerai network functions from the need to setup
dedicated security associations between each other. As explained in 4etfahis protection

and isolation can be provided independent of the current location of each newwotibrf,
implying that network functions in this case need not adapt the protection measures applied to
their intercommunication in dependency of the current placement.

Clearly, that doesndt mean that eachmgrequestwor k f u
i certain network functions may still need to be aware of their communication peers and treat
incoming requests accordingly, e.g., distinguish between requests coming from different VLANs

to which the function is connected. In particular, duédflexible function selection, the number

and nature of the communication peers of a network function may vary, depending which network
functions have been selected to compose the specific network or slice. This may impact the way

a network function mugreat traffic received by its communication peers with respect to security,

e.g. whether there is a need for filtering out specific messages or not. Clearly, this needs to be

taken into account when designing and implementing network functions thatsopysort

different sets of communication peers in different network setups.

The support of multiple services in a single network is facilitated by the usage of network slices.
Isolated network slices in turn allow the implementation of individual secuoligigs per slice.

In the RAN, this mainly affects access stratum security polfsixs [5GND32] section 5.4.4 for

the 5G NORMA access stratum architectufey an example, different slices may use a different
choice of crypto algorithms, or differentgberences which algorithm to choose. As another
example, some slices may enforce encryption and maybe even integrity protectiordatathe
layer, while others may allow an unprotecteata layer The individual security setup per slice

can be enabled byaking the PDCP handling a slice specific function, rather than a common
function.
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4 Control and data | ayer

This chapter provides a concise characterization of the control and data layer design of the
5G NORMA architecture. In Chapt@we discussed options for which functions are common to

all slices respectively tenants and which are dedicated, while Cl3apksiborated on which
functions to select and where to place to adapt to individual servidedaployments
characteristics. In the following subsections, we now focus on the general defining characteristics
and according classification of functions into either data layer, distributed or centralized control,
which is independent of any muténang and multiservice aspects. The complete list of control

and data layer function blocks along with their individual functionality can be foulidriax B
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Figure 4-1: 5G NORMA SDMC interfaces

Figure4-1 shows all functions and interfaces of the centralized control layer of tiNCBBIA
architecture. The centralized control layer consists of the SOe@roller (SDMC), the
SDMC Coordinator (SDMX), and SDMC/X applications (App). It interfaces, exclusively
through SDMC and SDMX, with the distributed control and data layer as well as with the
management and orchestration (MANO) layer. The MANO layer is out of scafy@éfand is
not further considered here. For details onNEBRMA MANO functions see [5GND33].

Distributed network functions dedicated to a specific network sliceD#ukcated NFsn the
above figure, are under e Xx<€lThesSDMCGconceptrioreseesl o f
that the control logic is implemented as pamié (or multiple SDM-C applicatiofs), while the
controlled functions are called agents. The SDMontrols distributed NFs, i.e. the agents, via

its 5GNORMASDMGNF interface andin turn provides SDMC applications the means to
monitor and program the agents throughbBNORMASDMGC Appinterface. In SDN controller
terminology, 5SGNORMASDMCAppr epr esent s the controll er s
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which exposes a wetlefined Application Programming Interface (API) to the applications
running fAon t opxNORMASDMCNFTepreseritsiihe 8outhbaundeinterface
(SBI) which a controller uses to access the different classes of distributed NFs under its control.
Therebythe SDMC hides and abstracts specifics of the underlying distributed agents and their
control interfaces by translating them into a vefined API that it then exposes to the central
control logic.

A novel aspect of the SDMC concept is that some oflisiibutedNFs are shared by multiple
network slices. Such common distributed NFs are put under control of a single SDMC

Coordinator, the SDM . | t coordinates the control i nf or mal

SDM-Cs via the5GNORMASDMGCSDMX interface. Through this interface, each SIQM
controls those NFs that are shared with other slices up to the extent exposed by the SDM
through this interface, i.e. typically only to an extent that enables the-SBdvtontrol the user

data traffic of its ow slice. For this purpose, the SBKIneeds to execute specific rules to be
able to make meaningful coordination decisions. For example, -®DRust authorise the
requests of SDMCs and reject requests that are not in line with the SLA between mobile service
provider (MSP) and tenant. SDM Apps include the according policies and can provide such
rules via theeGNORMASDMXAppinterface. This generates a single meaningful outcome from
the various SDMCs 6 requests comi ng iSDMCIShMXointegfdte t h e
before being forwarded towards the agents in the data layer or distributed control layer. Hence,
the SDMX runs applications that exclusively control common network functions and resources
shared by multiple slices. These applications are run bydketsilder that determines the set of
common NFs, i.e., usually the MSP.

Southbound Interface T 5GNORMA-SDMC-NF and 5GNORMA-SDMX-NF

A major achievement of 5@ORMA is the separation of control and execution of NFs and the
centralization of the control parnt SDM-C and SDMX i with the exception of distributed control
functions as detailed in Sectigh2 This separation implicates that both parts are connected
through the5GNORMASDMXNF interface for common NFs anBEGNORMASDMGNF

interface for dedicated NFs. These interfaces are realized as dedicated Southbound Interface (SBI)
protocol plugins. The kind of protocol plugin depends on the respective class of distributed NF:

f controlling packet forwarSIDMg among NFs,
1 monitoring and controlling further NF behaviour specific to mobile networks, as newly
introduced with SDMC.

For the first class, a set of statkthe-art protocols have been proposed and studied in research
projects on 5G such as 8Gosshaul, whie evaluated OpenFlow, IETF ForCES and P4 protocols
[5GC-D21]. OpenFlow operations are based on flow entries which are stored in flow tables (one
or several) within the OpenFlow switch. An OpenFlow node is modelled by a number of network
ports and a pipelmincluding a set of flow tables. The communication between the controller and
network nodes is carried over SSL/Ts8cured transport channels. In OpenFlow, the set of match
operations and actions, applied to the packets of the different flow tabigedisvhile P4 offers

a higher level of flexibility at the cost of an increased processing. In tiNCERIMA architecture,

some environments may have strict timing requirement, which should be considered by the
forwarding abstraction. In addition, a commoranie format should be preferred for the
information exchanged at the SBI.

The second class of SBI plugins serves the NFs of which the control logic is implemented as part
of an SDMC application and a specific set of information is needed by this appti¢atoperate.
The SDMC extracts such information through the 5GNORISBMC-NF interface.

The SDMGenabled functions differ significantly from each other, but it should be possible to
derive a common interface. In Section 3.2 of [SBAlL], the individual poperties of the SDMC
enabled control functions have been studied to obtain the requirements of this novel interface. In
particular, the SBI should support the abstraction of the underlying topology and NFs for all
SDM-C/X applications, the monitoring obatrol layer parameters, and the configuration of NF
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related parameters (scheduling policies, QoS values, etc.). Some-8bdied applications like
SON, RAN Paging, NAS Control, or QoS Control require low latency communication (in the
order of the envisagl 5G handover process or even lower), which is imposed as a requirement
on the 5GNORMASDMC-NF SBI plugin as well. However, the properties of these NFs and their
requirements on the SBI could not yet be investigated in detail INGRBMA and are up for
further evaluation in 5&PP Phase 2.

According to [MYV+15], about 986 of network devices are configured by proprietary
CommanedLine Interfaces (CLI). The Open Networking Foundation (ONF) developed the
OpenFlow Management and Configuration protocol-@PNHAG 1.2) [OFCONFIG]to provide

the possibility of reconfiguring the network devices in order to add new and improved
communication capabilities. The basic OpenFlow, in fact, does not provide this functidradity.
OF-CONFIG protocol uses NETCONF [RFC624a$ transport protocol for programmatic
management of network configuration. NETCONF is built on protocols such as SSH to provide
secure reconfiguration of the network devices and Xdked data models. NETCONF exploits
YANG, a language for developing sthardized configuration data models [RFC6020].

Also, the SBI candidate protocol plugins (e.g-OBNFIG, proprietary APIs) fanonitoring and
controlling the SDMGCenabled NFs may differ in flexibility (granularity in the packet
classification) at the cosf an increased pipeline processing. However, the choice of a common
frame format can optimize the packet processing speed.

For the identified SDM&nabled NFs, a list of parameters that SO applications require

for configuration and monitoring needhe defined. The configuration parameters are those that
the SDMC/X can set trough the SBI (for example those related to the scheduling policy) while
the monitoring parameters are the ones which need to be tracked by th€ Spcation where

the controllogic resides (for example the CQI). The selection of parameters comprises-a trade
off: a too small set of parameters could inhibit the efficiency of some applications while a too
wide set could negatively affect solution cost and scalability.

In Table4-1, an example of a subset of parameters is shown for the eMBMBol NF.

Table 4-1: Subset of parameters obtained for eMBMS Control

Data MCS q q Formerly SCTP/IP on
standardized M2 interface

MCH Scheduling q Formerly SCTP/IP on

Period standardized M2 interface

CQl q To be communicated through
SBI to SDMC

Once the parameters are identified, they can be mapped in the protocobthekSBI protocol
plugins. In this case, some extensions to the existing-atdlte-art SBI protocols may be
required for enabling the appropriate behaviour of the SDapplication.

5GNORMA aims to integrate in its architecture also PNFs: one pbssilsi to develop a
proprietary SBI plugin as done by 5G NORMA partners in WP6 [33&%]. Here, in order to
develop Demd, the project partner8zcom and Nomor designed a novel communication SBI
protocol for the proprietary API of the PNF, which is dasid for communication between the
software SDMC and the hardware legacy LTE eNB(s). This communication protocol is flexible
and can also be extended for connecting any other network element beside hardware eNBs. All
communication messages of this proigtSBI protocol are structured according to a pre
defined fixed format that defines the message structure, according to the aforementioned SBI
requirements. In Demo 1, the choice of a proprietary SBI protocol guarantees a low latency
communication flow beveen the SDMC application and the hardware eNB because a
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reconfiguration of the scheduling policy is performed. For a detailed description of Demo 1 the
reader is referred to [5GR62].

On the other hand, an abstraction layer can be used to tw@Digidevices into, for example,
OpenFlow controllable devices, ¢figure4-2 [TMM+16].

? OpenFlow
1
SDN Netwo‘rk Element

Hardware Abstraction Layer

I Proprietary APls

Figure 4-2: Abstraction layer turning non-SDN devices into SDN-controllable devices

The abstraction layer could provide a conversion layer between OpenFlow configuration
messages and the native management interfaces.,Agaime extensions to OpenFlow may be
required to support the SDK applicationMoreover, it will be important to undeestd to which
extent the connection between the implementation of the -EDddntroller and the controlled
NFs adversely impacts the network performance.

SDM-C/X applications

One of the innovations introduced by BI®RMA is mobile network mulitenancy. In he

5G NORMA vision, the multitenancy control functionyiulti-tenancyPolicy or Multi-tenancy
Schedulingdepending on the RAN slicing options used, runs as application on top ofXSDM

The multitenancy resource management algorithms described in Sé&adtiiize the interface

with SDM-X in order to receive from the different SD®k information regarding the slices
respectively users that they control, for the latter, this includes the association of ubees to s
respectively tenants and services as well as the specific QoS requirements of their service flows.
Exploiting the information received, the met¢inancy function is able to derive and apply
through the SDMX the configuration desired in order to nraize the network utility.

Another crucial function iQoSControl, which oversees QoS throughout the network. The QoS
Control is an SDMC/X application that runs on both SBXl and SDMC to ensure QoS
throughout the network slice eftiotend. It is composedf two basic algorithms that allow the

QoS monitoring and the QoS enforcement. The first algorithm is in charge of configuring the QoS
parameter set that has to be monitored and which receives the events captured when some value
is not correct. The secoralgorithm is oriented towards evaluation and control of parameter
settings during the service lifetime and to enforce actions if needed. Further details can be found
in Part | Section 2.1.2 of [5GN52].

Further SDMC/X applications that implement WP4 wmwations are (for details see the
referenced sections):

T mMTCRANCongestion Contrelwhich controls group management to reduce signalling
respectively increase scalability of massive machine type communications, cf. Section
6.6,

1 RANPaging which implements RAMNased mobility management with usemtric
connection areas (UCA), cf. Secti6ért;
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1 SON(selforganizing networks), which recommends suitable UCAs (Seétidnand
mmwave access point clusters (Sectiod);

1 GDB (geolocation database), generally assisting in spectrum sharing, managing
heterogeneity and providing equipment location awareness, cf. Séatiam exemplary
usage of geolocation information in mMMTRAN CongestiorControl is described in
Sectionl9).

42 Di striobntedl c

In general, control logic that is very time critical or noticéntly implementable at a central
controller usually is implemented as distributed control Wis section explains this design
decision.

EachMAC Schedulingnstance incurs (at least) one signalling exchange for each MAC and PHY
User instance under itontrol per TTI, i.e. one exchange per each physical cell per millisecond
for LTE and an order of magnitude more often for URLLC. Implementing Ns&Beduling as

an SDMC (RAN slicing Option 1) respectively SDM (RAN slicing Option 2 and Option 3)
applicdgion may be feasible in case of a CRAN deployment, where only PPIgnd PHY Cell

(in the case of advanced CRAN) are located at the antenna site, while the remainder including
MAC and PHY User is ctocated with SDMX/C in an edge cloud within the accestwork.

SBI traffic would be kept within the edge cloud and therefore the available communication
bandwidth would be high and latency small. But even in this case, this poses stringent timing
requirements on SDM/C NBI API to SBI plugin translation capagirespectively the involved
(de)serialization/marshalling of control messages. In contrast, in a DRAN deployment, where up
to PDCP allfunctions are implemented at the antenna site, communication bandwidth and
especially latency between distributed antesites and their single central edge cloud become
critical. This applies even more in casehafh (user) traffic load and/or in case of URLLC.

This suggests the introduction of distributed control to complement the conceptually centralized
SDMC control vith the ability to efficiently support (TFlsynchronous control functions.
Implementing those as distributed control avoids the above described scalability issues and,
respectively, the need to design SBEMVind SDMC for synchronous suimillisecond procesing.

MAC Scheduling, as a distributed control VNRay be celocated specifically with those

di stributed data | ayer funct i digwe2® Rigute2-3 t contr
andFigure2-5). For a DRAN deployment, each MAC Scheduling VNF instance-lscated in

the samelégical) edge cloud at the antenna site that hosts the distributed data layer VNFs/PNFs
(up to PDCP) of the pfsical cells under its control. For a CRAN deployment, each MAC
Scheduling instance can be executed within the same cloud node as the MAC and PHY User
instances it controls, or at least on a node (very) few physical communication hops away, e.g. a
node ofthe same cluster.

Thefi MO0 i n is enplémeented, in the classical case of single cell processing, ad@ame

logical interface between a single MAZheduling instance and a singétof MAC, PHY User

and PHYCellinstances under its exclusive ton o | . Generally, t ho-ugh, t he
to-many interface to support carrier aggregation and CoMP -%&cea, MAC PHY Userand

PHY Cell also interface onto-many with multiple MACScheduling instances.

MAC Schedulingnstances may interfacmong each other to support distributed coordination

schemes, but if and how depends on the employed coordination scheme. For example,

MAC Scheduling may just interface with SBK executing a CoMRapableMulti-tenant

Scheduling controbpplicationor a delicated controbpplicationspecifically for CoMP. Beside

providing a clean separation of control and data layer functionality, CoMP (and under multi

tenancy also carrier aggregation) is the motivation for separating 8%€duling from MAC in

the first pace. Integrating both fits single (independent) cell processing, but otherwise artificially

imprints a legacy architecture, thereby contradicinghbGRMA 6s ambi ti on of ar
flexibility and openness respectively futypeofness.
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The drawback ofmplementing MAC Scheduling as a distributed control NF is that scheduling
cannot be simply replaced by providing a different SOM application The radio scheduler in
MAC Scheduling is dependent on and specifically designed for particular transmecamer
processing capabilities of PHY User, i.e., we cannot replacefomi¢hout the other.

RRCCellandRRCUserincur a much lower signalling load and are less latency critical compared
to MAC Scheduling.This is mainly because the signalling is asynadous, periodic or event
triggered over a longer period of time, e.g., tens of milliseconds instead of per TTI. Still, both are
realized as distributed control, too. This benefits fast reconfigurations triggered by
MAC Scheduling to adapt to the time \ai radio channel and interference conditions, without
the need for a possibly time consuming detour via SOM. RRC Cell and RRQJserhold RRC

state and generate according RRC messages to the UEs. RRC meegaggssystem wide
respectively per user cbguration to the UE, thereby configuring the user side of the radio
interface. A matching configuration for the data layer NFs on the network side is setfvi€tbe
interfaceandfi U0 i n,twhkich tomaemually implies stateful data lajé¥s. For astateless

data layer implementation, the control informatafrthein Cd and A U depeatadiee r f ac e |
eachTTI and senin conjunction with theper TTI control information from MAC Scheduling
sends via the AMO interface.

Whether RRC is ctocated with MAC Scheduling depends on the chosen deployment option. In

case of DRAN, RRC is ctwcated with MAC Scheduling. If a GDU split between PDCP (in

CU) and RLC (in DU) is used, RRC is naturally-located with PDCP, since most signalling

messages of RRC Useareaconveyed via the DCCldgical channel, which employs PDCP for

integrity protection and cipherifigFor RRC Cell (BCCH, PCCH and MCCH logical channels),

there is no Anatural 0 pl aX/€ @OM RANPaging, eMBMB8t er f ac e
Control) and MAC Scheduling within control layer, and only employs RLC TM, thereby

essentially directly conveying its RRC messages via MABRC is not celocated with MAC

Scheduling, the latter caches RRC state to avoid per TTI signalling exchanges with RRC.

43 Datlaayer

Data layer network functions are inherently distributed due to their purpose of providing data
forwarding eneto-end. There are two options to control data layer NFs: first, they may be
controlled directly by control layer NFs as it is done in aurraobile networks; second, they
may be controlled by SDMC or SDMX, which allow for more degrees of freedom of
programmability. As introduced in Secti@ril, shared (common) NFs are controlled by SRM

while dedicated (customized) NFs are controlled by SOM

The corresponding interfaces towards SDetDtrolled data layer NFs 5GNORMBDMX-NF

and 5GNORMASDMC-NF, respectively. Parts of the data layer NFs have no direct interface to

SDM-X/C but are instead contfed indirectly through distributed control NFs with proprietary
(logical) interfaces @ Mo, Traispbd (SAN)whichiedtendsthE he onl vy
classical SDN forwarding plane and accordingly is controlled through interface 5GNORMA
SDMC-SDN. The 5GNORMA functionally decomposed data layer can be further categorized

into nonaccess stratum (NAS) and access stratum (AS), which is then further split into physical

layer and link layer.

Physical layer

Physical layer processing is provided by éfienction blocks PHY TP, PHY Cell and PHY User.
For an energy and cost efficient implementation, these blocks are generally realized as physical

3 Except he very first connection setup or reestablishment message, in each direction UL and DL, which is sent via
CCCH using RLC TM.
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network functions (PNF) employing dedicated hardware. Although the use of PNFs may limit the
replaceability compared to VNFs, they may still be highly configurable in order to adopt to the
diverse service requirements. The rationale behind grouping into three functions blocks as chosen
by 56GNORMA is detailed in the following:

PHY TPsubsumes all functions that maneto-one to a single specific, spatially localized
transmission (and reception) point. This includes antenna elements, amplifiers and analogue and
mixed signal processing. These functions are sometimes implemented in distinct physical entities
(e.g. irto antenna(s) and RRH(s) in case of macro sites) but are regularly integrated for sites with
lower transmit power (small cells, femto cells and access points in unlicensed spectrum). One
PHY TP instance may only host a single PE#l instance, but regulgrmultiplexes several of

them (i.e. several carrier frequencies). PHY is the only function block that inherently is
(implemented as) a PNF. For %GO R MA whi ch i S investigating
virtualization of mobile networks, PHYP is thereforeout of scope and is provided for
completeness only, representing the lowest/last part of the overall processing chain of the mobile
network infrastructure towards the UE.

Next, PHY Cellsubsumes all functions that map @nene to a single radio carridre. what

3GPP calls a physical cell. The main task is the (de)multiplexing of signals and physical channels
that constitute a single carrier. Physical signals, e.g. synchronization (PSS, SSS), demodulation
(CRS) and channel measurement (BSl) are genated by PHY Cell itself, while each physical
channel is generated by a distinct (logical) PHY User instance. Accordingly, one PHY Cell
instance almost always multiplexes several PHY User instances, at least fevamuidtecapable

air interfaces. Todayledicated hardware is employed but may also be virtualized as in seftware
defined radio.

Finally, PHY Usersubsumes all functions that map to a specific (group of) users. Here, the largest
and most processing intense part of the PHY layer is carried cutasumultiantenna channel
equalization/precoding, possibly across multiple PHY Cell (CoMP JT/JP), and FEC. A single
PHY User instance may process several physical channels, grouping multiple locélseHY
instances together, e.g. a channel for userntdaiaport with its associated control channel. Again,
like PHY Cell, PHY User is best implemented as PNF for efficiency reasons but may be
implemented as VNF, too.

While the split between PHY TP and PHY Cell is predefined due to the nature of PHY.TP, i.e
the split between functionalities that cannetvivtualized and those that can, the split between
PHY Cell and PHY User is less strict. We have chosen this split because of the characterizing
feature that functions of the former map @¢o®ne to a sinig air interface instance (i.e., radio
carrier/cell), while the latter do not necessarily do so but rather relate to specific users respectively
services. Although we aligned the functional decomposition of the control of data layer along
3GPP EPS, we coier the characterization valid for a multitude, if not all, radio access
technologies. While the PHY TP to PHY Cell logical interface is in line with the approach to
CRAN (carried out as CPRI or ORI physical interface), the PHY Cell to PHY User interface
represents a valid alternative, which still centralizes most PHY processing and offers full
flexibility at the benefit of lower bandwidth requirements and simpler switching within the CRAN
cloud necessary to realize pooling gains.

The challenge of avoidingnany additional interfaces may be addressed by a flexible container
protocol on data and control layer. The main benefit of the flexible functional architecture is the
possibility to exploit centralisation gains where possible, to optimise the netwaekiopego the
actual network topology and its structural properties, and to use algorithms optimised for
particular services, i.e., optimise through dedicated implementations instead of parameters.
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Link layer

Thelinklayefor fALayer 20 three mpimfonstiondbleddAl, RLCardRDCP.

These blocks are mandatory for user data transmissions of logical channels or radio bearers of
Layer 2 in the presented example of 3GPP EPS and, respectively, LUERE) as its air
interface. Additionally, tere are three optional Layer 2 function blo8k8C CAfor carrier
aggregation,PDCP SplitBearer for multi-connectivity incl. muliRAT, and eMBMS for
multimedia broadcast and multicast services. These blocks and, respectively, the grouping of
functions ae quite specific to each RAT and, unlike the grouping in the physical layer, does not
claim to be of universal applicability.

Non-access stratum

The access stratum, which includes the physical and link layer function blocks described above
specifically bcuses on the realization of data transmissions over the air interface between UE and
serving RAN, optimized to service, coverage (radio channel) and deployment characteristics (also
cf. Section3.2andAnnex A). In contrast, the neaccess stratum abstracts from the underlying
transport. For example, 3GPP EPS simply assumes a sectladd® transport. Accordingly,
communication can be easily and fully virtualized. In WP4, all functions asmed in a single
function blockNAS ForNAS functiors (with a focus on theicontrolthrough SDMC) the reader

is referred to WP5 [5GND52].

Finally, the three function blochRdEC Application (end userperviceand (Packetpata Network

are consideredbstrictly speaking, these three blocks are no functionalities of the mobile network
itself but represent functions that utilize the communication link to the UE. Access to a data
network is the most generic end user service provided to a UE, e.g. Ictmnettivity and the
access to services offered through it. Suchb@dPBed) services may also be integrated into the
mobile network itself, e.g. the IMS (IP multimedia subsystem) for providing VoIP as its prime
service. Last, connectivity to MEC (mobilegedcomputing) as a generic platform for service
deployment within a mobile network near to the UE is shown. Details on the integration of MEC
can be found in Sectioh5.

44 Securongi derations

A general discussion of securigpects of th6G NORMA architecture is given ifbGN-D32]
and [5GND33]. This section focusses on specific security aspects in the context RAle
control and data layer described in the preceding sections.

441 Securmmngomaint er f aces

The essendl aspect in this context is the split of the network in common and slice specific parts.
According to thecG NORMA stakeholder models discussed5GN-D32] and [SGND33], the

common parts are typically owned by an MSP (Mobile Service Provider), wlués stiay be

operated by tenants, i.e. MSP customers who rent slices from the MSP and operate them on their
own. So we call the interfacesdbmawrenntemmane:t
the context of this section. Mechanisms discussd8@&N-D32] and [SGND33] ensure that a

slice is isolated against other slices. In contrast, the common parts need to interact with multiple

slices and thus need to be accessible by-speeific functions. The degree of control that can be
exhibitedbyateant over its slice may vary, depending

4 More precisely, only the link layer of the access stratum, namely the radio, beaneant From the (packet) data
network respectively network layer point of view, e.g. from the Internet (protocol) point of view, the whole path to
the UE represents a single link (layer), the EPS bearer, which is composed of the radio bearer, S1 bearer and S5/S8
bearer (in case of 3GPEPS).
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[5GN-D3.2] section 3.2)but cases where the tenant has a high amount of control and can use its
own tailored VNFs, are supported. Consequently, a tenant/slice can u$gtremamways the
interfaces exposed by the common part, without being restricted by the need to use predefined
software images for its own functions.

Besides accessing the exposed interfaces, a tenant slice has no control whatsoever over the
common partsln the other direction, the common parts need not rely on any function provided

by slices, and the operator of the common parts, will typically have control also over the slices

in its role as the party renting out these slices to tenants.

The operatoof the common parts, the MSP, and the slice operators, the tenants, are contractual
partners, with an SLA specifying the service that is offered by the MSP. The tenants need to trust
the MSP anyway, as the MSP has technical means to access their dkessjmtll setups where

the tenants cannot run their shspecific functions on tenaswned infrastructure. In contrast,

the MSP cannot rely on tenants to behave correctly at all times. Rather, the MSP must anticipate
erroneous or malicious behaviaumrd design and operate the common parts in a way that they are
secure against such misbehaviour of the slice specific parts. This mainly affects the interfaces
exposed by the common parts. (Resource isolation for the common parts is also an issue, but this
is covered in the general security consideratiofS@N-D32] and [SGND33].)

In the following, control and datayerinterface security is discussed separately. It is understood
that in any5G NORMA implementation, specific care must be taken thairttegfaces in both

layers are implemented in a sound and robust way, to minimize the amount of implementation
flaws and potential vulnerabilities that may leverage successful attacks on the common parts.

Control layer interfaces

The control layer interfa&cto the common parts is provided by the SBMWhile security for

the SDMX interfaces is described [BGN-D33], it can be noted that stavé-the-art means can

be sufficient to secure this interface. Typically, this would comprise the setup of dedicated
security associations between the SBMand each slicspecific function(i.e., slicespecific
SDM-Cs)accessing it. Such security associations need to be based on long term credentials such
as private/public key pairs per party, plus certificates thstrathe identities of the owners of the
public keys. Access to the SDXIis then protected by the security association (which could for
example be implemented by means of TLS). Based on this, the)SBauh verify the origin of

any request and may implentebitrary methods and policies how to authorize access of slice
specific functions to common functions.

Note that the primary purpose of these security associations is not confidentiality protection (as
the traffic is mostly not visible to anthird paries), but integrity protection and origin
authentication, i.e. making sure that attackers cannot inject faked communication, or that one slice
cannot impersonate another slice.

It should be further noted that securing the control layer interfaces maywatsarequire
cryptographic protection. For example, different slices may be connected via different VLANS to
different ports of a common function, thus forming three isolated connections. However, it seems
that such an approach is more fragile and is rpooee to errors, such as configuration errors,
that may lead to lack of isolation and security.

Data layer interfaces

The functional architecture describedcimapter2 comprises different options. The location and
nature ofthe data layer interface between common and-speeific parts varies for the different
options. It is beyond the scope of this document to specify all the interfaces in detail, so a detailed
description how to secure them lacks the foundation. Stilinbgns of example we describe in

the following how a datkayerinterface can be secured. For this example, we select the option 2
from chapter2, where the interface between common and-slpeific parts is between the MAC

and RLC layers.
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The interface is assumed to be implemented via buffers located in memory that is accessible by
both the common MAC function and the slice specific RLC function. For example, there could

be one buffer per data radio bearer and per direatipimk and downlink). The common MAC
function ensures that tenants cannot access arbitrary buffers, but only those assigned to the tenant.
This could be facilitated by providing addresses in common memory to slices only in form of
offsets, relative to somease address that is known to the common MAC function. Clearly, the
common MAC function must ensure that offsets used by slices do not exceed the allocated range,
i.e. discard any request to access memory adfrange offsets.

For downlink traffic, thecommon MAC function processes all downlink buffers. It understands
which buffers belong to which tenant and ensures that the SLAs of all tenants are met, e.g. in
terms of the amount of radio resources agreed in each SLA. Similar, in uplink direction, the
common MAC function understands which data radio bearers belong to which tenant and
processes them in a way that the SLAs are met.

For the protection of the MAC function against abuse by tenants, it is essential that the procedures
provided to slicespecifc functions for accessing the buffers are implemented soundly, without
flaws that could negatively impact the common MAC function. (Moreover, there must not be
flaws that would endanger the correct assignment of radio resources to slices.) It is further
essential that the common MAC function merely transmits the data, i.e. does not process the data
in a way that would allow that maliciously crafted data harm the function itself.

Interfaces betweencontrol and data layer:

Basically, interfaces between thentrol layer and the data layer are control interfacite® data

| ayer function is controlled by the control | ay
able to accept and execute control commands from the ctayeal Consequently, the seatty

measures of sectigh4 apply.

The overall architecture does not explicitly comprise wdtemnain interfaces between control and
data layer, but one could think about generalizations or variants of it that may compnisercom
datalayer functions that accept commands from slice specific comangdr functions. Note
however, that such a setup may burden the ldgta function with the task to distinguish these
different domains, to establish and maintain security assmusatid all of them, and possibly even

to perform authorization for requests. Therefore, such a function would need to comprise a
significant control part and may thus no longer classify as a pure data layer function, blurring the
separation of control artthta layer. Consequently, such a function should be split into its control
and its datdayer part, with the intexdomain interface in the control layer rather than between
control and data layer.

442 Securimtngamainnt er f aces

Such interfaces are perfudgtion either inside a single slice, or inside the common parts. As
described if5GN-D32] and [5GND33], within NFV environments isolation mechanisms are
available that ensure that such internal interfaces are not accessible from the outside. Eey instan
internal functions of a network slice may be interconnected by an isolated virtual network
spanning virtual switches inside hypervisors, but also parts of the physical network consisting of
top-of-rack and other switches in data centres, as well as ¥itdhes and connections. Various
existing techniques may be applied to achieve isolation, such as VLANs implemented by virtual
switches or by physical Ethernet switches, or virtual routing and forwarding in IP routers, or
isolation by means of dedicat®tPLS label switched paths in WANS.

Assuming proper isolatioof slicesand mutual trust of functions inside a single donmai

inside a slice or inside the common partbere is no general need for establishing security
associations and cryptograpHlggrotecting traffic at all interfaces. Indeed, using crypto at all
interfaces would not reasonably scale in setups where messages or data packets pass chains of
functions inside VNF environments and would require multiple encryption and decryption on
their way through the network.
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Cryptographic protection is however required when the communication uses physically exposed
transmission media, such as fibres interconnecting distributed data centres, or any type of
backhaul links, wired or wireless. Howevsuch cryptographic protection need not be provided

on a per interface base, separately in each domain. Rather, it may apply for the aggregated traffic
on a physically exposed link. As an example, the operator of a distributed cloud infrastructure
may appy wholesale encryption on the optical layer on all the fibres interconnecting data centres.

Assuming such a secure, distributed cloud infrastructure;diatmaain interfaces between VNFs

are isolated and protected by default, without specific per domaisures. Interfaces involving

PNFs are not covered by this. Here, it depends on the nature of each single interface and PNF,
how the interface needs to be secured.

As an example, in the common RAN parts, there may be fronthaul interfaces between virtualized
RAN functions and remote radio heads. User and cdatyettraffic to and from mobile devices

on these interfaces may be protected anyway by security associations between the mobile devices
and the PDCP function inside the network. If management congationi between network and
remote radio head is required, it may be protected by dedicated cryptographic management
protocols.
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5 Mul-ttanancy

51 Mul-ttenancy afkRRéedct s

511 Multtéenancyr eaadiumomce management

Driven by the capacity requirements forecasted future mobile networks as well as the
decreasing margins operators are ableetdize infrastructure sharing is emerging as a key
business model for mobile operators to reduce the deployment and operational costs involved in
initial roll-out (capitd expenditure (CAPEX) and operational expenditure (OPEX) of their
networks).

The issue of dynamically sharing resources between operators has received substantial attention
both from industry and standardisation as well as in the research community.

Netwolk sharing solutions are already available, standardised, and partially used in some mobile

carrier networks. These solutions can be divided into passive and active network sharing: passive
sharing refers to the reuse of components such as physical@ites masts, cabling, cabinets,

power supply, aiconditioning, and so on; active sharing refers to the reuse of backhaul, base
stations, and antenna systems, and itds | abell
However, these sharing concepts based on fixed contractual agreements with mobile virtual

network operators (MVNOSs) on aasegrainedbasis (monthly/yearly).

3GPP has recognised the importance of supporting network sharing since Release 6, and defined
a set of architectural requiremts and technical specifications that have been continuously
extended since then. The latest activities have focused on the definition of new sharing scenarios
and requirements [22.101], and the corresponding network management architecture and
functionalty extensions towards estemand capacity brokering [32.130].

Based on the enhanced capabilities of dynamic sharing, new business models for infrastructure
owners are expected to emerge, resulting in new revenue sources. Indeed, such an approach
supports nbonly classical players (mobilgperators) but also new ones such as QverTop

(OTT) service providers that may buy a share mibdilenetwork to ensure a satisfactory service

for their users. Think, for instance, of Amazon Kindle support for dowigacbntent from
anywhere, or paTV sports subscriptions including a premium for watching live games, to name
just two examples.

However, substantial attention has been devoted to the architectural framework foemauty,

but relatively little work las focused on the design of criteria and algorithms for this purpose.
While some algorithms and criteria have been proposed in the literature, these either fail to meet
the requirements for a practical solution or rely on criteria that have been propibsed proper
justification on their optimality.

In order to extend theetwork sharing 3GPP standardisation to meet the 5G requirements, our
contribution involves the design of:

1 New sharing criterion
1 New sharing mechanism

3GPP standardisation providestatie allocation that guarantees a minimum level of resources
and limits the maximum amount of resources allocated to a tenant. These resources could be
available for a specified period of time and a certain location. In the context of 5G networks, our
god is to design a new sharing criterion that allows for allocating the resources among tenants in
amore flexible way.

The idea is to design a criterion that maxagaithe network utility whileat the same time

9 allocating computational resources fairly angpaperators;
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9 allocating computational resources of each operator fairly among its @swts;

i takngi nt o account the computational compl exit
through themodulation and coding schemdCS) selection.

The information inwelved include channel capacity (humber of resource blocks of each thB)
number of users in the network, the channel quality of each user and so the MCSs available.

When multiple tenants decide to share a network, they share all the network resmlndasy

the computational ones. Each mobile network is charaeterby a weHldefined set of
functionality, timing requirements, and protocols. This imposes very precise requirements on the
operation of eachase stationincluding data processing requirents in order to maintain real

time properties. 3GPP LTE defines a set of MCSs whose choice depends on th&osignal
interferenceplus-noise ratio (8NR) so, there is an inherent relationship between the channel
guality and the computational requirements.

In future mobile networksa significant deployment of small cells is forese8imce the local
processing capability of each small cell is anticipated to be far less than that of a macro cell, the
dimensioning of data processing resources needs to lstagdyv Furthermore, very dense
networks are subject to dramatic temporal and spatial traffic fluctuations such that many small
cells may be strongly underutilized. It is therefore not economically viable to equip a small cell
based on peak data processiaguirements, yet undelimensioning the computational resources
limits its capabilities. Thus, in the design of a criteria for reliancy radio resource

management , al so the computational compl exity
transmissia has to be taken into account.
We define the network wutiliiwhiah dtbhpesdmomft lo

allocationx and the fractiorf of resources allocatedtoausarg i ght ed by t he opera

as:
- Z SOUO (LU, f)

wheres, is the network séreof operatoro, in terms of resources assigned to each operator. The
operator utility is given by

U, (x,f) = Zlog u (%,6))

whereR,is the average throughput of useof the operatop, andU, the set of users belonging
to operatoo.

With the above we can formulate timelti-operatorcomputationallyaware optimgation problem

that will drive the scheduling as follows: at each TTI a central scheduler degithesdllocation

of users to resource blocks of the associated eNBjiagnd¢ he user sdé MCS, t hat w
usersodé transmission rate. The goal is to maxi
maximizng performance in terms g@roportionalfairness. The scheduling decision is subject to

the following constraints:

T the sum of al | 0 p enal aomplexify £annotsegceesl the sharemgh ut at i c
computational resources assigned to each opgrator

in each TTI the aggregated computational load cannot exceed the computational;capacity
a user can use only one MCS in all resource blocks allocated o him

each ger can be associated with at most one eNB per TTI.
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The proposed criterion allocates resources across operators dynamically and fairly, tracking
changes in the numbers and | ocations of operat ¢
rates and so thcomputational complexity required.

512 Reinforcement | earning for networ
management

Training phase
HW Params {QIBIVE( (Legacy solution)

TRAFFIC FORECASTING  Traffic Patterns ADMISSION CONTROL

(k)
(R®) Network
Slices Packer
Prediction Forecasted Informat|on Forecasting-aware
Intervals Network Slicer
SCHEDULING PHASE

Scheduler s;

Figure 5-1: Reinforcement learning for slice admission control

" HoltWinters

Slice Requests
5={c}

Requests

| 5G Network Slice Broker

While the flexibility brought into multienant systems with the network slicing concept pushes

for a rapid network virtualisation evolution, infrastructure providers do not quantify the tangible

benefit on their current business cases. Assessing and brokering network slicing operations
appears to mme crucial while developing new architectures supporting network slicing. In this
direction, 3GPP has already standardised a centralised entity applying admission control policies

to incoming network slice requests, acting as capacity broker [22.852fsidthg within the

infrastrtc t ur e pr ovi de rsi@§ it ime beerofurtker enhanced|irSdatder to map

incoming slice request SLA requirements to wireless physical resources, e.g., resource blocks. In
this way, tenants ®oamfditrheec trlaydioobtaac cne sas fnseltiweo
Although conservative mappings may be used for mission critical services (that neédghltra
availability), enhanced admission control algorithms that leverage multiplexing gains of traffic

among slices aregy to the optimisation of network utilisation and monetisation. To this end, the

ability to predict the actual footprint of a particular network slice is essential to increase the
maximum number of slices that might be run on the same infrastructureinBuwld this idea,

we designed and interconnected three building blocks, as depidtggune 5-1: (i) a learning

modul e in charge of predicting net wolityKi) sl i cesd
an admission control policy and (iii) a slice traffic scheduler in charge of fulfilling the agreed

SLAs and feeding back (reinforcement) anomalies to the traffic prediction module.

Slice traffic forecasting

Table 5-1: Traffic Class Requirements (similar QCI from [23.203])

k T® Type QClI
[ 0 | 10 ms GBR -
50 ms GBR 3
100 ms GBR 1
150 ms GBR 2
300 ms nonGBR 6
1000 ms nonGBR -
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Traffic predictions are computed on an aggregate basivéoy éenant. Each tenanmight ask

for a different network slice request tailored for specific service requirements. Indeed, the
forecasting process can easily categorise the traffic requests based on related service
requirements, thereby performing a prediction separately per slice. We assume different classes
of traffic based on specific SLAss shown imable5-1. We denote the traffic volumes of tenant

i for traffic classk, e.qg., satisfying given service requirements, as a realisation of a point process

B i 0, where] denotes the Dirac measure for samipléVe express traffic requests

i 0 interms of required physical resources but they can be easily translated into different
metrics, such as latency or throughput dads while applying the same algorithmic approach.

We use the HolWinters (HW) forecasting procedure [KSOO01] to analyse and predict future
traffic requests associated to a particular network slice. We rely on the additive version of the HW
forecasting prblem as the seasonal effect does not depend on the mean traffic level of the
observed time window but instead it is added considering values predicted through level and trend
effects. After properly setting tstepfordddsting ar amet e
error which can be obtained during the training periodusfforecasting algorithm, i.e., when
predicted values are compared with the observed ones. We can then derive the prediction interval
wherein future traffic requests lie for that particular network slice with a certain probability. Due

to the penalties imgsed by traffic SLAs, we focus only on the upper bound of the prediction

i nterval, whi chcpseovidesather dowvassed traffic [
prediction time window results in a reduced accuracy making the system behavingoctbser

real network slice demand with limited multiplexing gains. Conversely, an accurate forecasting
with a lower error probability can result in higher gains while still guaranteeing the traffic SLAs.
Therefore, we adjust the forecasting error probghélccording to the service requirements and

to the number of prediction points the forecasting process egusform. For instance, best

effort traffic requests having no stringent requirements can tolerate a prediction with a longer time
pace resultig in unprecise values. Hence, we might select for this service type a low forecasting
error probability. On the other hand, when guaranteed bit rate traffic is considered, the
corresponding SLA must be fulfilled in a shorter time basis, which makes eaafiing process

much more complex requiring significantly more predicted values. Therefore, our system models
such a type of traffic with a higher forecasting error probability. Finally, forecasting error
probability values are monitored and adjustedubtoa reinforcement learning process, based on

the SLA violations experienced during the scheduling phase.

Slice admission contral

A SLA Slice Request Traffic Offered Forecasted Traffic Level
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Figure 5-2: Network slice admission control
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The 5G°NORMA Interslice Broke, together with SDMX, might decide on the network slice
requests to be granted for the subsequent time window based solely on the current resource
availability. However, if forecasting information is considered, network slice requests might be
accuratelyreshaped to fit additional slice requests into the system, as shé&iguie5-2.

Let us assume a rectangular box with fixed widlhand heightH representing the resource
availability within a fixed time window. Letsuassume a set of itenhswhere each item
corresponds to a network slice request having wadtborresponding to slice duratian and
height'Q corresponding to the amount of resourdesin addition, each item is provided with a

profit & corresponding, in our case, to the amount of resources needed. This assumption relie

the fact that every slice request pays the same amount of money proportional to the number of
resources granted. The objective of the admission control problem is to find a subset of items
which maximises the total profit, e.g., the total amount eflussources, as showrfigure5-2.

In this illustrative example, different amounts of needed physical resource are forecasted for a
single network slice request. It may be observed that when the forecasting phasesi®amore

room can accommodate more slices, as the slice 6 admitted into the system. Please note that in
our case the (flexible) geometric twiimensional knapsack problem is constrained by the
orientation law of the considered items. In particulacheggemi has a fixed orientation, which

cannot be changed to fit in the box. We can formulate our admission control problem as follows:

Problem ADM-CONTROL:

maximize Y ¢; - x;
i€l

subject to > w; - a; < W (relaxed)
i€l
S(l'?'_) M S(I;c) =0, Vi =+ k;
S(z;) CS, Vi e T;
x; € 10,1], Vi eI,

where"Yw depicts the geometrical area of the ite(either rectangular or irregular defined)
whereasSis the area of the box. The first constraint refers to the weight of eachlitent6r

the sake of simplicity, we consider the weight capagityur box as infinite to neglect the item
weight. The next two constraints state that items cannot overlap with each other and must be
contained within the total space of the box. The solution of such a problem provides @ set of
which is a binay value indicating whether the itenis admitted into the system or rejected for

the next time window.
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Heuristics:

Algorithm 1 Network Slices Packer: Algorithm to admit network
slice requests o'®) within the system capacity © for the next time

i

window Twinpow.

Input: ¥ = {oﬁm}a O, Twinpow , S
Initialization: C «— 0. F1 + 0, F2 « 0.£E 0
Procedure
: for all C; « (%) do

if C fits into S then

C+CuC

end if
end for
for all C; € C do

{v(Cy U By),s(Cy U By)} < Solve the knapsack problem FP(C7)
end for
[+ = arg 1}163?{-0(03 U Bp)}

woodahk W

10: if v(Cp,) > 2UC=UB) then
11:  return Cj,

12: else

13: F1+— C,

14: Fo + By, .

15: if s(F1) > 51 then

16: return B?,.,

17: else

18: Sort F3 in non-increasing order of their profits and traffic class k
19: while s(F;) < = do

20: e = pop(F2)

21: Fi1+— {Fi1ue}

22: end while .

23: if v(F2) = Wl‘ft‘lgl‘} then
24: return v(JFs)

25: else

26: & + max{v(Fy \ e);v(F2)}
27: return &£

28: end if

29:  end if

30: end if

Figure 5-3: Pseudocode of the admission control algorithm

We assume rectangular shapes rfetwork slice requests with different traffic requirements.
Considering the traffic classes introduced in [23.303], when traffic klag$ the regular shape

of the network slice is hardly defined and no flexibility is allowed for allocating the traffic
requests. Conversely, when leksmanding slice requests k > 0 are considered, the slice might
be reshaped, delaying the slice traffic, to efficiently fit into the network. We rely on the
assumption that each tenant is not allowed to ask for more thaof kizdf available resources of

the infrastructure provider. This implies that at least 2 network slices can be accommodated. The
algorithm is listed irFigure5-3. Among all possible pairs of network slice requests, trdge

fitting the available system capacity are taken into account. For eslice 2et we formulate a 0
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1 knapsack problem to maximize the total profit assuming a single weight (the area of the slice)
per item (line 7). The item set to evaluate for khapsack problem includes thesle set and

all the other slices, while consideriagas already allocated slices. Based on the Fully Polynomial
Time Approximation Schemes (FPTAS) proposed in [KP99], we retrieve the best solution, i.e., a
set of network slice requests among all knapsack problems. If the totabp8&ofitssigned tdhe

2-slice set requests is greater than the half of the best profit retrieved after running all knapsack
problems, we keep as the best feasible set (line 10). Otherwise, we split the optimal set into
two subset80 and™O. If the total spacei( 8) covered by the items i@ is greater than the half

of the total system capacity area, the second sitDseil cover less than half of the available
system capacity, and a total profit greater than half of the optimal so(litier24). Therefore,

the subsetO could be packed into the system capacity in polynomial time. Otherwise, we move
the item with the greatest profit and the highest traffic ddssm "O to "O until the space 6O

is greater than thealf of the system capacity. Then, if the total profii@is greater than half of

the optimal one, the algorithm ends and we Kéeas the optimal set. Otherwise, we choose as
output the set providing the best total profit after compafingvithout the latest added element,
with "O.

Slice traffic scheduling phase

We generalize the scheduling model for accounting different traffic SLAs. We assume a traffic
request from tenantfor traffic classk asi ; . We consider 6 traif classes. Each traffic class is
characterized by a time window identifying the offset between two consecutive resource
requests, shorter for higtemanding traffic requirements ctarger for beseffort class. The
scheduler ensures that the whole antoof required resources is served for any given time
window. The keyobjective of this novel network slice traffic scheduler is to minimize the amount
of resources scheduled while guaranteeing the traffic SLAs within a network slice. When
forecasted infanation is available, the scheduler expects slice traffic levels below the predicted
traffic 'Y bounds such that; 'Y, 8f forecasted traffic bounds are underestimated and the
traffic demands exceed the expectadues, traffic requests are automaticailhpped at the
original amount of resources agregutring the slice request admission, i¢; 8Hence, slice
allocations may overlap and traffic class requirements nmightbe fulfilled incurring in kce

SLA violations.We model the scheduler problem as a general minimizatimslem addressing

any traffic class SLA and providirig; as the amount of resource served per fioq@on the list
of admitted sliceso is available fronthe admission control phase. We introducesttieeduled

traffic representing the real amount of resoussssgned per timjaupon the list of admitted slices
is available from the admission control phase. The problem is formulated as follows:

Problem SLICER-SCHEDULING:

inimize )
minimize s,

;zk+E+Tf“ ‘ L
subject to ( Z s?(";}) > rfﬁ.ri“. V2 [0, [745] —1;

j=zk4t
(k k , _
%g\‘ ‘%'é,j) <O+ Pg(;;} vy e L;
s eRy, VieN,jeLkek:

where—is the total capacity of the system expressed as the total amount of resource blocks
wherea&f)ﬁ is the penalty incurred for not having satisfied a particular tenant slice traffic SLA,

namely SLA violation. The network slice scheduler keepsktd SLA violations to promptly
trigger dynamic forecasting parameters adjustments.
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52 Multehancmul-mAT environments

On-demand network sharing provides a new degree of flexibility for freriancy systems
compared to the first generation of netiwsharing concepts, which were based on H@mm
contractual agreements.

Resources are acquired on a sternn scale (minutes) leaving the actual allocations to signalling
feedbacks. The synchronisation in resource sharing is guaranteed by a centretereso
management entity, which is represented by the capacity broker, within the MNO infrastructure.
A tenant request reaches the capacity broker, which has a global view of the network resource
utilisation. Based on such information, the capacity brokeidée whether to accept or reject the
tenant request aiming at optimizing the resource utilisation while maximizing the overall profits.

In order to alleviate the spectrum scarcity problem, the future 5G networks will leverage en multi
connectivity suppoimg simultaneous connectivity across different technologies such as 5G, 4G,
and WiFi, multiple network layers, such as macro and small cells, and multiples. RIS
introduces a higher complexity in the management of the resources because the differsnt |
and radio access technologies present different characteristics.

Now we have to consider more possible allocation solutions because we share not only the
spectrum resources but also the different technologies. This obviously introduces more
complexily but even more flexibility, i.e., our algorithm has to decide not only about rejecting
and accepting a request but even which technologies (among the available ones) are the most
suitable for the service that the tenant wants to deliver to its userspacteof the QoS
requirements (we could assign to a tenant even different technologies simultaneouslgsé-or th
reasons the algoritsrdeveloped and illustrated in the following paragraphs are agnostic to the
technologies utified and so they can perflsctvork independently of the different technologies
shared.

In order to design new algorithms for mttkinant approaches we have focused on 2 different
scenarios:

1. Algorithm for handling resource requests at the infrastructure provider;
2. Algorithm for dynanic resource sharing among operators.

521 Admi ssoohnhr ol

One of the key novel concepts of the 5G architecturetiwork dicing: the infrastructure can
hostdifferent slices each of which can provide different services. This opens the mobile network
ecosystm to new players:

1 infrastructure Provider (InP), which operates the infrastructure;

1 Mobile Service Provider (MSP), which offers the (mobile) telecommunication service
(realized by a network slice); a Mobile Network Operator (MNO) can be considered to
combne the roles of InP and MSP; and

1 tenants, which acquire a network slice from the MSP to deliver a specific apphcation
level service to own subscribers.

In this new ecosystenV]SPsissue to thénP requests fospectrum and computational resowce

in orde to set up their slicesvhich are finally used by subscribers of the ten&irtce spectrum

is a scarce resourder which overprovisioning is not possible and its availability heavily depend

on SLAs and us&lPscs@d&nmmtbi & pp lyayc céetpd oa lswayast e gy
incoming requestBom MSPs. In the same way, MSPs cannot serve all incoming requests from
tenants Thus, the new 5G ecosystem calls for novel algorithms and solutions for the allocation
of network resources among differentdats.
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Our idea is to design a network capacity brokering algorithm executed b§S3Rén order to
decide whether to accept/reject a request from a tenant with the goal of maximizM§Rhe
revenue, satisfying the service guarantees required.

In our modelthe MSP receives requests from tenants characterised by:

1 amount of resources to be reserved
I starting and end times for the reservation

1 type of traffic (elastic or inelastic) that imply

1 required qualityof servicéSLA, and

9 its price” (amount of money per time)

The MSP needs to decide which requests to accept knowing that by accepting a request with a
small bid, it may lose future opportunities to involve higher bids (not enough resources available),
but rejecting a request thdSP loses the corresponding bid. Our algorithm leverageeon-

Markov decisionprocess (SMDP) theory, that models the resource allocation to network slices as
a Markov chain in which the next state depends onlthe actual state, the decision taken and
thetransition probability function.

The algorithm requires full knowledge of the system parameters like

M theinterar r i v adfrequastme o
T the request duration ¢
1 the transition probability functign

and that the system is memory less. By applying decision theory, it is possible to find the decision
policy that maximisethe MSF sevenue. While SMDP provides thetomal policy, itimplies

very high computational cost as the stspaceis large so for practical purposes we need an
adaptive algorithmbut we will use SMDP as a benchmark to evaluate the performance of the
proposedadaptivealgorithm.

The adaptive glorithm is based on-{@arning, a reinforcement learning tool that learns about the
system behaviour by taking naptimal decisions during the learning phase. After an initial
learning phase, by evaluating the best possible action starting from a s&atajrthe algorithm

is able to find the decision policy that maximisesktfeFd evenue. The best advantages of this
tool are:

T it does not need any knowledge of the systen

function),
T it works even if the systeia not memory lessand
T téds an online algorithm that c asra shore a c t t o

learning phase).

In order to evaluate the adaptive algorithm, we conthdoe various price ratios/”  of inelastic
to elastic traffictherevenue obtainely applyingthepolicy derived byQ-learning with

1 therevenueobtained applyinghe SMDP approach

1 the revenue obtainebdy accepting all requests (we reject them only if there are no
resources availablgadnd

9 the revenue obtainday rejecing all elastic requests

We simulated two classes of incoming regsigatlastic that demaisé certain fixed throughput
which needs to be always satisfied with a fixed outage probalalitgtelastic that requike
average throughput guarardgeEach clashasdifferenttraficp ar amet er s (&, ¢) .
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Figure 5-4: Revenue vS /" ¢

As we can conclugl from Figure 5-4, SMDP (implemented through Value Iteratiofgarithm)

always converges to the optimal policy, the one that previdemaximum revenue for théSP

for each experiment. Furthermore, we can see that with our adaptive algorithm we can obtain
close to optimal performance even without the knowledgd efstem parameters.

522 Dynamic resource sharing

Another important challenge in mutttnancyis the definition of a sharing criterion and the design
of an algorithm that follows it in order to enable statistical multiplexing of spatiporal traffic
loads

With the definitions given in sectiorb.1.1we can formulate the MulDperator Resource
Allocation (MORA) optimisation problem as follows:

| AG g o1 1iCdeE

|'y‘ld¢E 'Q(,O(:)ﬁ 10

U " (5.21)
o o pfo v mdh 16
l
.
7 Qw ph Q ™ !o

W~

where the second equality and the last inBtyuaorrespond respectively teser associatioand
base station resource allocati@onstraints, and is the user weights.

The proposed criterion allocates resources across operators dynamically, tracking changes in the

numbers and locations of apat or s & mobil e users and the ass
Furthermore, the MORA criterion satisfies some desirable properties both in the way base
stationsd® resources are allocated to associate
stations:

1. given fixed user associations, MORA allocates base station resources to the associated
users proportionally to their weights;

2. the resulting resource allocation is Pareptimal, which means that if under some other
user association choice a user sedgtaehn throughput than that under MORA then there
must be another user which sees a lower throughput allocation;
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3. MORA is not harming any operator for the global benefit.

Compared wittthe gatic dlicing (SS) approach, where each operator contracts foed $itice of

the network resources at each base station for its exclusive use, MORA provides a higher overall
network utility and a higher operator utility for a given user association. For different user
associations, there may be cases in which an opeeds a higher utility under SS than MORA,

but the additional utility cannot be more than log{€) has an uppdsound [CBV+16] Another
important result is represented by the capacity saving resulting from operators sharing
infrastructure: sharing thafrastructure with MORA dynamic sharing providecapacity saving

that will be highest when infrastructure is shared by a large number of opeatbrsvith a small
number of users per base station. With current trends tewsauall cells, the numberf users per

base station is expected to be small, suggesting that infrastructure sharing may be particularly
beneficial.

The optimisation problem underlying MORA isn@n-linear integer programming problem
which can be shown to be Nfard, so an algorith that providethe exact solution is not feasible.

Thus, we developed an approximation algorithm which performiaratese to the optimal one,

is semionline (trigger a reassociation of a limited number of users upon a user joining, leaving
or performinga handover) and distributed (due to the amount of information involved inglud

the channel quality of each user).

In designing the algorithm, we need to decide
1 where the users should be (re)assocjated
T in which order they should be reassociated
1 how many reassociati@are needed.

The proposed algorithm named Greedy Local Largest Gain (GLLG) is a modification of
Distributed GreedyldG), a simple distributed greedy algorithm that requires too many handovers
and incurs too high overhead. In particulaith GLLG,

9 the reassociation is done based on a largest gain policy, i.e., reassveiaioeeded
because using an online algorithm (upon a user joining the network, it only decides how
to associate the new user, without triggering any reassociatiomastihg users) the
performance can be arbitrarily had

1 the number of handovers is limited by a parametethat represents the maximum
number of handovers allowedn order to meet the best trad# between the
performance of the algorithm andassocation overheadand

9 the eligible users to be reassociated is restricted locally to the ones within two base
stations (the ones involved in the previous reassociation).

In terms ofnetwork utility our approach performs very close to the benchmark given by a
centralised algorithm arldG and it outperforms static slicing (SS) very substantially. The results
are shown irFigure5-5.
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Figure 5-5: Utility gains for different approaches as a function of network size

We can conclude that dynamic resource sharing among tenants can be very beneficial. We have
then devised a practical algorithm with limited complexity and overhead and which performance
is very close to the optimal one.

53 Securonyi derati ons

531 | sol a&et wamunl t itepnnaent s

When a network supports multiple tenants by creating tesgetific network slice instances, it

is an obvious requirement to isolate these slice instances in a way that one tenant is not aware of

the other tenants and has no means to access O
slices. In NFV environments, this type of isolation is a basic feature that also includes the
capability to limit the resource usage of each slice instanceviellalefined way, to prevent a

tenant from using up so many resources that other tenants cannot get resources anymore and thus
experience denial ofservice (DoS).

Tenant isolation in NFV environments is somewhat endangered by vulnerabilities in the NFV
software, for example in hypervisors. Assuming however that the relevant NFV software is
designed, implemented, configured and operated with highest care to minimize the number of
errors and thus the vulnerability, tenant isolation can be achiewgV ervironments (i.e. with
respect to the RANN the edge cloud and in NFV environments at access points

Multi-tenancy is not restricted to infrastructure that provides an NFV platform, but also affects
Aibare metal 06 RAN equi p methaequipDentpienmaygadr may nobbe t he n
aware of the different tenants. In the former case, equipment specific mechanisms need to
facilitate multitenancy and provide proper isolation. For example, a radio scheduler implemented

on bare metal equipment may benfigurable to ensure certain amounts of radio resources for

each of several different sliceg®Note that such radio scheduler implementations exist already

today to support RAN sharing between different operatblatiirally, the radio scheduler will

notmix up data belonging to different radio bearers, so it maintains isolation between those radio
bearers and consequently between the different slice instances.
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