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Executive Summary

As the expectations on what 5G Networks can finally provide to their users grow, the need for
novel and flexible architectures also increases its importance. For this reason, the findings of 5G
NORMA are going to have a big impact on the ongoing and future standardization activities.
One of the main goal of the project was to introduce novel paradigms into the network architec-
ture. Concepts such as Network Slicing, Multi Tenancy and Network Programmability have
been fruitfully integrated into the 5G NORMA proposed architecture and, as a fundamental part
of the final architecture design, also been included within theWP5 functional architecture.

As a matter of fact, the WP5 functional architecture, which has been then fully integrated within
the overall WP3 architecture, takes advantage of the state of the art technologies in Network
Softwarization to include the concept of network slicing as a key element. 5G NORMA hence
leads the transition from the network of entities architecture to a network of functions-based
architecture that leverage the recent advances in Software-Defined Networking (SDN) and
Network Function Virtualization (NFV). Therefore, the main contribution of this deliverable is
to summarize the work performed by 5G NORMA towards a fully specified and completely
defined mobile network architecture. More specifically, WP5 focuses its effort on three main
aspects: Service Aware QoE/QoS Control, Network Wide Orchestration and Enhanced Mobility
Management mechanisms.

As stated above, embodying the network slicing concept into the WP5 architecture has been the
largest common research effort performed by the people active in the Work Package. Therefore,
all the elements that compose the WP5 architecture have a prominent and distinctive part for
both Inter and Intra Network Slice operations. Being two intertwined but very heterogeneous
problems (Inter Slice operation is mostly about coordination across slices, while Intra Slice op-
eration must focus mostly on achieving the required KPIs associated to a Network Slice) each of
the designed elements of the architecture has specific procedures and interfaces that deal with
problems related to the control and management of VNFs belonging either to one or multiple
network slices. The architectural work resulted in the definition of three enhanced controllers:
the Software Defined Mobile Network Orchestrator (SDM-O), Software Defined Mobile Net-
work Controller (SDM-C) and Software Defined Mobile Network Coordinator (SDM-X).

This document hence represents a complement to the previous deliverable D5.1, i.e., it describes
the final specification of the WP5 architecture and several solutions that run on top of it. As
already done for the previous version of the WP5 deliverable, we simplify the reading of this
document by dividing it into two distinct parts: (i) the definition of the global architecture, and
(ii) the design of the underlying algorithms and protocols.

Part | focuses on the architectural aspects of the Work Package. This includes the definition of
the role of the modules, the interfaces and their final specifications. As mentioned before, spe-
cific emphasis is put on the intra and inter network slicing aspect of the different elements.
More specifically, the MANO architecture, the QoE/QoS control framework, and the Shared
resources control are defined in this part. Most notably, all of them provide advances to the cur-
rent state of the art, while keeping almost full backward compatibility. Throughout this part, we
describe the consistency of the presented functions with the overall 5G NORMA architecture
and detail the definition of the interfaces among the elements. Also, we detail some operational
aspects of the defined elements, describing how different common procedures can be fulfilled
by using the 5G NORMA architecture and how its novel elements can be deployed or config-
ured. Further details on the design of the various functions is available in internal documents
and external publications.

The WP5 functional architecture and its use in the framework of Service Aware 5G Networks
has been described in four publications that have been jointly written by all the WP partners as
well as several dissemination activities like summer schools or panels at international confer-
ences.
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Part 1l of the deliverable puts into the spotlight the description of several mechanisms, proto-
cols, and evaluation frameworks that take advantage of the defined functional architecture to
provide specific enhancements. This includes both the definition of new algorithms that provide
the functionality needed by the defined elements and their possible application to new challeng-
ing scenarios.

It is worth highlighting that most of the technical innovations presented in this document have
either been published in top scientific venues, have been protected by a patent or have been
pushed into standards such the ETSI, ONF or IETF.
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Foreword

This document collects the final outcomes of WP5, describing its relationship with other Work
Packages of 5G NORMA. It is the final step of WP5 work and it describe the input to the final
iteration on the final architecture design phase. Also, it serves as source of knowledge for the
WP6 demonstrators. This document complements and integrates D5.1, being both the full de-
scription of the WP5 work.

As already done for D5.1, this document is structured in two parts. These two parts have been
written as almost independent documents on purpose, to reflect that this deliverable puts togeth-
er two distinct documents into one:

e Part | describes the overall architectural view of WP5. That is, how to fulfill the identi-
fied KPIs (as defined by WP2) by designing a novel network architecture that incorpo-
rates the most promising network paradigms (such as Network Slicing, Multi Tenancy
and Network Softwarization) into a modular architecture. This part also addresses the
mapping of the WP5 modules into the overall 5G NORMA architecture and validates it
by detailing four exemplary network processes that show how those novel concepts are
going to be used by network operators to provide standard and novel functionality. This
part extends and complements D5.1 Part I, avoiding the review on the requirements and
the state of the art to focus just on the outcomes.

e Part Il builds on top of Part I findings to describe individual technology solutions that
solve specific problems, leveraging on the innovative functional architecture defined by
WP5. In this part, novel algorithms, protocols, architecture o evaluation frameworks are
described in detail. We put special attention to highlight how the WP5 key elements
(such as the controllers or the MANO framework) play a fundamental role in the
achievement of the described solutions. We also remark that most of these solutions
have already been patented, pushed into standard proposals or published in scientific
conferences or journals.

The two parts as a whole (including the content already provided in D5.1 that is duly refer-
enced throughout the document, where relevant) describe hence the key innovations of 5G
NORMA in the field of flexible connectivity and QoE/QoS management. Among those, we
especially remark:

e The controller based architecture proposed by 5G NORMA is a pioneering effort in this
area. The defined elements (SDM-C, -X, -O) have been designed to both provide novel
functionality (e.g., extensive Network Function control through SDM-C, resource shar-
ing through SDM-X) and to go one step further towards the definition of what other
concepts such as network slicing or multi tenancy should be implemented in future 5G
Networks. We also designed our solutions to be compatible with the current state of the
art solutions, to maximize their possible impact. We also detail the main differences,
when relevant.

e The specific innovations introduced by 5G NORMA WP5 are valuable pieces of work
from two viewpoints: i) the research topic addressed within the work package are novel
per-se, due to their bleeding edge nature, as they are part of the future 5G Network Ar-
chitecture design, and ii) they solve compelling problems in the field of wireless and
mobile networks, outperforming state of the art solutions where a comparison is possi-
ble.

The reader is referred to the Introduction section of the two parts for a complete list of the vari-
ous novel contributions.
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1 Introduction

As explained in the Foreword, Part | of this document focuses on the description of the WP5
architecture, which complements the content of D5.1 by describing the final specification of the
architecture.

1.1 Objectives

The current trends in mobile networking show a growing need for flexibility. Driven by the new
business paradigms such as “5G Verticals”, the future 5G network should support very hetero-
geneous services on the same infrastructure. Services such as Internet of Things (loT) and Ve-
hicular Networking require from the mobile network very different KPIs: low latency, high
capacity or service continuity.

Supporting all these requirements on the same infrastructure entails a revolutionizing re-
engineering of the network architecture that goes beyond the extensions of the current 3GPP-
LTE one. One of the most promising approaches to such re-engineering of the network is Net-
work Slicing [NS]. A traditional way to achieve a highly-customized network is to deploy phys-
ical infrastructure for each service (or even one for each business). This approach clearly cannot
be applied in a cost-effective way and calls for technical solutions that allow for both efficient
resource sharing and multi-tenant infrastructure utilization.

Network slicing has the capability of enabling (through the network architecture) future 5G
networks that encompass the required scalability and flexibility characteristics, thus supporting
diverse service scenarios and services. A network slice can be broadly defined as an end-to-end
logically isolated network that includes 5G devices as well as access, transport, and core net-
work functions. In the general case, these system functions can be also shared between different
slices based on pre-defined policies and business criteria. The above requires abstraction of
different physical infrastructures into a logical virtual network, in which virtual network func-
tions (created by the decomposition of physical equipment into multiple, isolated instances) are
operated. More specifically, we next identify the main elements that must be provided by a mo-
bile network architecture to support the network slicing paradigm:

e anetwork slicing aware orchestration framework, that performs both service and re-
source orchestration by also considering the (possibly conflicting) requirements intro-
duced by different network slices,

o a flexible network function control system, that goes beyond the current definition of
Element Management System (EMS) and Software-Defined Network (SDN) controller,
offering thus a programmable unique control point for all the network functions belong-
ing to a slice,

e a consistent QoS/QoE management framework that acts as trigger for network re-
orchestration events and,

¢ an enhanced mobility management algorithms that can take optimal decision for UE
(User Equipment) mobility on a per-slice base.

The requirements and the research challenges related to the introduction of these elements were
already analyzed and discussed in D5.1. This document focuses on how the network slicing
paradigm as one of the fundamental building blocks of future 5G networks as currently being
targeted by the 5G NORMA project.

1.2 Structure of Part |

This part of the document describes the outcome of the Work Package 5 (WP5) architecture,
which is composed by the following elements: Network Wide Orchestration, the service-aware
QOE/QoS Control and the flexible service-tailored mobility management. Still, to further em-
phasize the overreaching role of Network slicing in our architecture, we describe the architec-
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ture by detailing each defined module in according to its relationship with the Network Slicing
concept. More in details Part | of this document follows this outline.

We first describe the building blocks of the WP5 architecture in Section 2.1, how they relate
with the current technology trends in network softwarization (that were thoroughly reviewed in
[D5.1]) and how they can be used to provide the enhanced functionality that new requirements
such as Network Slicing, Multi Tenancy and Network Programmability deem. Here we first
introduce our enhanced controllers SDM-C, SDM-X and SDM-O.

Then we discuss about the two main extents of the WP5 architecture in Section 2.1.1 and 2.1.2:
the inter- and intra-network slice management and control. By means of specific example we
explain how the 5G NORMA approach is useful to solve problems related to network control
and orchestration, handling of shared resources (either physical ones or VNFs), service aware
orchestration and multi-tenant management. Specific attention is devoted to one of the main
building blocks of the architecture, the QoE/QoS framework. This framework has already been
defined in [D5.1], so in this document we focus on its operational aspects. Finally, we discuss
about the fitting of the WP5 key elements in the WP3 architecture, detailing how they fit into
the overall architectural view in Section 2.1.3.

The main content of Section 2 is the description of the enhanced controllers that we have de-
fined in 5G NORMA: the Software Defined Mobile Network Orchestrator (SDM-0), Software
Defined Mobile Network Controller (SDM-C) and Software Defined Mobile Network Coordi-
nator (SDM-X). In this document, we integrate the definitions already provided in [D5.1] with
the full specification of the extent of each logical interface, stating e.g., their relationship with
the state of the art solutions for network orchestration and controllers such as the ETSI NFV
MANO.

In Section 2.3 we describe how a mobile network is managed through four exemplary processes
that make use of the defined enhanced controllers to solve both routinary tasks related to the
novel requirements of network slicing and network softwarization and activities that directly
involve new features introduced by them, such as how to employ SDM-C to control network
functions and how the SDM-X can manage shared resources among slices.

Finally, we discuss in Section 3 different aspects related to the real-world implementation of the
5G NORMA WP5 concepts and elements, as a part of the migration path from the current archi-
tecture to the future one. How to deploy the WP5 novel controllers, perform VNF movement
and monitoring the QoE/QoS parameters within a slice are some of the topics addressed in this
section.

1.3 Key contributions of Part |

As explained above, the main contributions of part | are the definition of an architecture com-
posed by three innovative elements (SDM-C, SDM-O and SDM-X), the discussion of how those
elements are beneficial from a network operation perspective and how they can be deployed into
a real network underlining the alignment with the current trends and technologies in the field of
5G Networks. That is, the besides the individual “vertical” innovations described in Part II, the
WP5 functional architecture itself is already having a big impact on the most prominent aca-
demic, industrial and standardization fora. We briefly summarize here the achieved impact:

e The main guidelines behind the WP5 architecture, including the key concepts behind
the WP5, the main building blocks of the architecture and their interaction, have been
published in two subsequent editions of the International Workshop on 5G Architecture
which focuses precisely on the design of novel architecture for 5G.

e The key ideas behind the SDM-C concept, including the novelty of the concept and its
application to QoS/QoE, have been published in the Cloud Technologies and Energy
Efficiency in Mobile Communication Networks workshop which focuses on the design
of cloud-based architectures for mobile network.

Dissemination level: Public Page 17 / 140



5G NORMA Deliverable D5.2

The main concept of network sharing through SDM-X have been published in a paper at
the CoCoa Workshop held at the European Workshop. The aim of the workshop was on
Competitive and Cooperative Approaches for 5G networks

The overall WP5 orchestration concept has been pushed as an IETF draft in which we
propose some use cases that include service chains with access functions. This is a criti-
cal aspect behind the flexible function allocation innovative concept of 56 NORMA
and the Network orchestration concept of WP5.

The concept of the enhanced Software Defined Controller embodied by the SDM-C has
been integrated into a white paper that is going to be published by the ONF (one of the
most relevant bodies in the field) soon.

Some of the concepts devised within WP5 have been showcased in a Demo shown at
the ICC Conference in Paris during May 2017. Indeed, the strong integration of WP5
and WP6 is one of the most important contributions of WP5.

The reader is referred to the introduction of Part Il (Section 5) for a list of the most relevant
contributions behind WP5.
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2 WP5 Functional Architecture

The 5G NORMA WP5 functional architecture, builds on top of enabling technologies such as
SDN and NFV to provide novel functionalities required by future 5G Networks. The whole
roadmap that has been followed by WP5 is depicted in Figure-2-1.

Enablers QoE/QoS aware
a / ~ / Flexible@onnectivity
Networka Reduced®ervicel?
SDN S HNOTE Creation@ime
slicing
ImprovedCostf
efficiency
Networke
NEV Programmability Enhiﬁﬁfd
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Figure-2-1: Design principles for the WP5 architecture

The cloudified elements of the WP5 functional architecture have to necessarily rely on the state
of the art technologies for network softwarization: i.e., SDN and NFV. Those are the needed
enablers that can be used to introduce novel concepts of Network Slicing and Network Pro-
grammability into the architecture, something that is much more difficult to achieve with the
current physical and rather monolithic network architecture. Therefore, within the framework of
5G NORMA WP5 we first devised a functional architecture capable of providing such innova-
tive concepts (see [D3.2] for a more detailed description of the innovative concepts), then we
elaborated different technical contributions that leverage on the defined architecture. The con-
cepts of network programmability and network slicing are embodied in the WP5 architecture by
means of three enhanced controllers: SDM-C, SDM-X and SDM-O. These entities, described
next, are designed to exploit network programmability to provide inter and intra network slice
functionalities. Specifically, we develop the concept of SDM-C and SDM-X application that are
a fundamental building block for network modularity, one of the emerging trends in future 5G
Networks, that are experiencing a transition from a network of entities to a network of func-
tions. That is, by exploiting the extreme versatility of the software defined approach, VNF-
based network may be adapted to the changing environments that they will face. As discussed in
D3.2 and D2.2, the Network Architecture defined by 5G NORMA should be able to support
network slices with very heterogeneous KPIs running on the same infrastructure. Additionally,
the architecture should be able to adapt to different stakeholder scenarios in order to be future-
proof.

2.1 Architectural Building Blocks

The WP5 architecture covers functions for management, orchestration and control of NFs. Gen-
erally, such functions either have a slice-specific scope (“intra-slice”) or a cross-slice scope
(“inter-slice”), cf. Figure-2-2.

In the 5G NORMA MANQO layer, dedicated NFV MANO functions (NFVO, VNFM, VIM) and
slice-/domain-specific application management functions orchestrate the dedicated part of net-
work slices. This “intra-slice domain” comprises slice-specific SDM-C, Mobility Management,
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QoS control, and other applications as well as the required infrastructure resources. The associ-
ated procedures in both MANO and control layer are constrained such that they do not interfere
with similar procedures in other network slice instances.

For inter-slice procedures, a shared set of inter-slice functions orchestrates and controls NFs that
are common among slice instances. On the MANO layer, the Inter-slice Resource Broker priori-
tizes the requirements of different slices against each other, e.g., w.r.t. inter-slice resource or-
chestration as well as configuration of shared functions. According decisions (incl. potentially
remaining margins) are communicated to and executed by inter- and intra-slice NFVVOs as well
as the inter- and intra-slice application management. On the control layer, usually realized as
VNFs, inter-slice applications and policies (access and mobility management, QoS control,
RRM, etc.) operate on top of the SDM-X northbound interface (NBI) to enforce the desired
behaviour of shared (V)NFs.

As depicted in Figure-2-2, the WP5 architecture is compatible with ETSI NFV MANO frame-
work and implements the respective reference points. It extends the framework to multi-domain
and multi-tenant 5G NORMA networks introducing two major extensions: (1) the Inter-slice
Resource Broker that manages functions and resources across slices according to SLAs. In the
ETSI NFV MANO reference architecture, this function would be part of the OSS block. (2)
Domain-specific application management functions that apply domain-specific knowledge (e.g.,
3GPP or enterprise network domain) and rules to configure, optimize, and trouble-shoot
5G NORMA functions and SDM-C applications via the new Am-Nf reference point. In the ETSI
NFV MANO architecture, these functions would be mapped partially to the OSS block and
partially to the EMS functions. Accordingly, the interfaces between NFVO and Inter-slice Re-
source Broker as well as between NFVO and domain-specific application management func-
tions would be subsumed by the ETSI NFV MANO reference point Os-Ma-Nfvo. Moreover, the
Am-Nf reference point depicted in Figure-2-2 partially comprises the 5GNORMA-SDMO-
SDMC/X reference points explained in Section 2.2.2.

Together with the NFVO, Inter-slice Resource Broker and domain-specific application man-
agement realize the 5G NORMA paradigm of application-aware software-defined mobile net-
work orchestration (SDMO). The following subsections further elaborate on inter- and intra-
slice functions and procedures within WP5 and the relationship to the overall 5G NORMA ar-
chitecture.

Software-defined mobile network orchestration

Reso e Broke

I } -+ ~ 0Os-Ma-Nfvo =+ s -+~ { ~
Domain-specificapp Inter-slice applications Domain-specificapp NFV
Orchestrato anageme Orchestrato management
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Figure-2-2: Inter- and intra-slice management, orchestration, and control
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2.1.1 Inter-slice management and control

The paradigm of software-defined mobile network orchestration (SDM-O) enables the inter-
slice management and orchestration, and thus it has a fundamental role in realizing multi-service
and multi-tenant aspects of 5G NORMA network. The responsibilities of SDM-O is to map the
slice templates representing the slice requirements along with the corresponding tenants’ SLAs
to the available network resources. The decision upon which network functions can be shared
among slices/tenants as well as their placement in the network will be carried out by the soft-
ware-defined mobile network orchestration. E.g. for a V2X slice with a stringent latency re-
quirements the SDM-O might tend to deploy the network functions closer to the network edge.
On the other hand, for eMBB slice with relaxed latency requirements the network functions
might be placed in the central cloud.

The SDM-O has a complete (inter-slice) view on different slices and tenants’ requirements as
well as corresponding resources for slice realization. Moreover, the SDM-O incorporates the
domain-specific knowledge, i.e. the logic of network functions that it orchestrates. Having such
cross-slice knowledge the SDM-O can efficiently decide on rules/instructions that need to be
conveyed to other 5G NORMA MANO entities, control applications and 5G NORMA control-
lers in order to properly orchestrate, manage and control the network functions and resources of
slices.

The network functions and resources can be shared among different network slices and tenants.
Such multiplexing improves the network resource utilization and reduces the cost of network
service deployment. Inter-slice control of 5G NORMA enables efficient sharing of such re-
sources and network functions. The sharing rules are derived by SDM-O from slice templates
and SLAs and implemented on top of inter-slice controller (SDM-X) in the form of applications.
Typical SDM-X applications involve RAN functions but, e.g. different Virtual Mobile Network
Operators (VMNOSs) can have dedicated implementations of virtualized EPCs (VEPCs) but the
(S)Gi-LAN functions such as Firewall, Parental Control, DPI, etc. can be common (shared)
among all vMNOs. The control of such shared (S)Gi-LAN will be done by SDM-X as depicted
in Figure-2-3

[ SDM-0 |
vMNO, | SDM-X I
SDM-C, A‘- AA
A VERC, A Firewall
Parental Control|
VMNO, oFt
SDM-C, A AA
'---.__‘7-_7__7__,_.,---
vEPC,

Figure-2-3: An example of shared network functions (Firewall, Parental Control, DPI, etc.)
under the control of SDM-X.

2.1.2 Intra-slice management and control

Intra-slice QOE/QoS control is performed using the QOE/QoS control framework already de-
fined in Deliverable D5.1 [D5.1] and reported in [D3.2] and [EUCNC-17], which is depicted in
the following Figure-2-4:
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Figure-2-4: 5G NORMA QoE/QoS Framework.

The reader may find more information about this framework in [D5.1]. Instead, in this delivera-
ble, our main interest will be to explain how this framework can be applied to implement the
specific QOE/QoS control requirements inside each specific slice, including also the associated
management operations. Of course, for doing that, we need to focus also in the interaction with
the main 5G NORMA architectural control components (SDM-C and SDM-X) and how the
necessary information could be propagated towards the main orchestration block (SDM-0). In
this section, we will provide a high-level approach, while in Section 2 (Solutions), more detailed
information about possible practical implementations will be provided.

As described in [D5.1], depending on each slice specific requirements, the intra-slice QOE/QoS
control could be practically implemented in very different ways, although always according the
framework in the previous Figure-2-4. If we watch that figure in detail, we can see the QoE/QoS
Monitoring and Control function is split into three different relevant subsystems:

1. What we could call the QoE/QoS Assessment subsystem, which is indeed composed by
four elements:

a) The QoE/QoS Monitoring Function, composed by the set of all purple blocks in the
left side (i.e., the Input Adapter blocks to collect all the relevant data from different
elements in the network).

b) The QoE/QoS Mapping Functions, composed by the ‘f* labelled blocks right inside
the U-shaped yellow element.

¢) The Output Adapter blocks, to transform the output generated by the mapping func-
tions into a semantic model that can be interpreted by the external systems receiving
their QOE/QoS signals (mapping functions could be diverse and heterogeneous, so
we need a common communication model towards the associated external systems).

d) The QoE/QoS Execution Environment, where all those elements are deployed and
executed. Depending on the required complexity, this execution environment could
be local to one single node, or distributed across multiple hosts.

2. The QOoE/QoS Management system (the elongated purple rectangle on top). This system
should be integrated in the 5G NORMA Management and Orchestration layer (it should
be part of the SDM-O), and basically should be used for two different things:
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a) To manage and configure all QoE/QoS functional blocks deployed on the QOE/QoS
execution environment (i.e., Input/Output Adapters and Mapping Functions de-
ployed into the U-shaped yellow block in the figure).

b) To configure the QOE/QO0S related parameters in the SDM-C (or SDM-X) to make
it able to properly process the messages coming from the Output Adapter blocks.
These parameters should be defined in some way in the SLA for each slice, and
should be used to trigger re-orchestration requests from the SDM-C/X towards the
SDM-O when necessary (e.g.: if certain Output Adapter produces an output below
certain threshold, then change the flavour of certain VNF from medium to large).

3. The QoE/QoS Control System itself, composed by the 5G NORMA main control
blocks, i.e. the SDM-C (for the slice specific resources) and the SDM-X (to control
shared resources). In the case that we are considering here, for inter-slice QOE/QoS con-
trol, just the SDM-C should be interfaced. As suggested just before in item 2b, with re-
gard to QoE/QoS control, the SDM-C (or X) would behave as a rule-based control sys-
tem receiving the QOE/QoS relevant parameters defined in the SLA and triggering re-
orchestration requests towards the SDM-O when certain rules apply to fulfil the slice-
specific QOE/QoS requirements (we understand these re-orchestration requests would
be scaling operations mostly); i.e., the QoE/QoS control loop is closed propagating the
triggers generated into the Assessment system towards the SDM-C, which in turn re-
quest to the SDM-O the necessary re-orchestration actions; after re-orchestrating new
resources are allocated, bringing back the system to acceptable levels of QoE/QoS.

The following sequence diagram shows what could be a typical flow to deploy and config-
ure the relevant elements defined in this framework, and also, the basic interactions among
the main functional blocks to get the intra-slice QoE/QoS control:
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Figure-2-5: QOE/QoS Sequence Diagram.

But besides the functionality of each single block in the QoE/QoS framework, another important
point is how to perform the deployment of all these elements in a realistic scenario. Since each
slice could have very different requirements regarding the QoE/QoS control, different solutions
should be provided without breaking down the QoE/QoS framework that we’ve defined. In the
WP4 [D4.2] two different QoE/QoS control entities are considered: one associated to the SDM-
C, and another one associated to the SDM-X; of course, these entities should be implemented
using the 5G NORMA framework (see Figure-2-6 below).
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Figure-2-6: QOE/Qo0S Control System in WP4.

If we consider how this could be implemented in practice, we can see that our QOE/QoS is flex-
ible enough to make possible different approaches.

Looking the previous figure, the first most evident approach would be to deploy two different
instances of the QOE/QoS platform: one for the common resources QoE/QoS Control (orange
block labelled as g) and another one for the slices specific resources (the green ¢ ) to implement
the intra-slice QOE/QoS control. Each instance would be a single node (or a cluster of nodes)
running two different QoE/Q0oS execution environments: one hosting the common I/O adapters
and Mapping Functions and interfacing the SDM-X, and another one with the Adapters and
Mapping functions for the different slices in the network; i.e., this second instance would allo-
cate components belonging to different tenants into a single execution environment. The de-
ployment should be something like the one represented in the following Figure-2-7

Adapter

Adapter ‘ SDM-C(2) Slice-2
Output . =
Adapter
: ~ Slice-3
Output
Adapter i
.
S ‘ _ slice-N
B e

QoS/QoE Execution Environment

Input
Adapter

Input
Adapter

Input
Adapter
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Figure-2-7: Common QoE/QoS Execution Environment for different slices.

In this case, each tenant should be granted with permission to manage and configure just
those blocks in their specific slices, enabling security means (through the QoE/QoS man-
agement block) to forbid access to those resources belonging to other tenants.

However, this approach could not be well accepted for some tenants, since in certain man-
ner it breaks the principle of slice isolation (although the QoE/QoS specific components are
independent for each slice, they are executed on a common execution environment). This
leads to a second approach, consisting on providing a separate execution environment for
each slice; the following Figure-2-8 illustrates this idea.
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Figure-2-8: Separate QOE/Qo0S Execution Environments for different slices.

Between these two approaches probably there is no an absolute best one from a design point of
view. This would depend on the infrastructure provider policies and the type of service he
would like to offer to their customers. Still, our vision here is to provide a framework flexible
enough to cover all necessities, since probably, the best approach for a InP would be to support
different implementations of the QoE/QoS framework depending on the specific requirements
of each tenant; so, the first approach could be adopted by tenants that would accept to share the
common execution environment with others, while the second one could be offered to those
tenants having very strict slice isolation requirements.

For example, for tenants with high-demanding requirements (e.g., services requiring multi-site
deployments with high QoE/QoS requirements) it would be possible to deploy the QoE/Qo0S
Assessment module (the execution environment with the 1/O adapters and the mapping func-
tions) as a dedicated service in the InP network. The complexity of such service would be varia-
ble based on the tenant requirements (it could be a single centralized node or a more complex
deployment with a distributed set of nodes). Still, the basic idea would be the same: the service
should implement the interface for the SDM-C and the corresponding interfaces for the monitor-
ing and the management modules.

For medium-scale solutions, the QOE/QoS Assessment system could be deployed also into spe-
cific NFs (physical or virtual) of a slice (i.e., besides the NFs specifically required by the tenant
to implement its service, the InP could deploy specific NFs implementing the required
QOE/QoS control functions). Also, that NF should implement the required interfaces defined in
the QoE/QoS framework.

Also, for small-scale solutions, it could be feasible to implement the QoE/Qo0S Assessment
functionality into the SDM-C itself. We consider that, for some cases, it could be simpler to
have a kind of “monolithic” SDM-C including the basic or most commonly requested QOE/Qo0S
Assessment capabilities. This way the QOE/QoS Assessment Module would work as an internal
SDM-C module, although preserving its functional independence.

The following Figure Figure-2-9 represents these possibilities.
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Figure-2-9: Possibilities for the placement of the QoS/QoE assessment modules.

Control
layer

Therefore, to get this while preserving the QoE/QoS framework structure could be challenging;
the emphasis should be not only on the implementation of each functional block, but also, on the
interfaces used to communicate the different blocks one with another.

General availability and degree of support for mobility of devices, services, sessions, and/or
flows is seen as specific characteristic for a logical 5G network slice differentiating thus e.g.
between eMBB with and mMTC without support of mobility, or between eMBB and V2X with
simple and sophisticated MM, respectively. In this section, taking MM as exemplary modular
NF, the potential design principles and granularities of modularization for the mobility feature
of a slice are described as well as underlying criteria summarized. The relation to the preceding
section on NF control is visualized from a specific mobility point of view (e.g. how the MM
specific C/U-plane sub-functions are controlled and addressed) and the coordination with
QoE/QoS framework (which interfaces and criteria are required to derive which mobility trigger
from an expected/detected QOE/QoS violation proactively) is addressed. Detailed information
on 5G NORMA achievements on MM selection and scheme design is provided in part 2, sec-
tion 4, of this document.

Assuming throughout this section that each slice is just configured to efficiently provide a single
service with specific mobility demands and corresponding performance laid down in policies or
SLAs and monitored by QoE/QoS framework as described above here the case of a slice specif-
ic MM scheme to best fit the tenants’ requirements is chosen.

Management and control within the slice is handled by MANO and SDM-C taking care of prop-
er provision of resources to enable NF operation according to the expectation. MM is then rep-
resented as a corresponding Application interfacing SDM-C in the ETSI NFV [ETSI_GS_NFV]
nomenclature (i.e. SDM-C App communicates to SDM-C via RESTful interface, API, or OF) to
translate mobility demands into corresponding VNF configurations.

Furthermore, the MM App can translate a slice specific mobility management demands along
with SLAs agreed with the tenant into the RAN specific configurations to be enforced. One
example of such role of MM App is the definition of a size of User-centric Connection Area
(UCA) [UCA] which minimizes the signalling towards the core network due to inactivi-
ty/activity change of a UE. By this means the MM App plays a role in joined RAN-core optimi-
zation. More detailed description of slice-aware MM design and joined RAN-core optimization
is given in Section 4.4 of this document.

In the framework of MM the SDM-C is controlling/interfacing entities within the NFVI i.e. c-
plane NFs (e.g. for location/paging) and u-plane (V)NFs (e.g. for anchoring, forwarding, en-
forcement, etc.). This case of a dedicated MM-App conveying slice-specific mobility require-
ments via SDM-C to NFs being fully under control of one SDM-C is the ideal representation of
an intra-slice management and control. One of specific 5G NORMA challenges, however, is the
inclusion of PNFs and VNFs under SDM-C control, e.g. when the equipment at a radio access
site is included in mobility operations (e.g. via provision of lower layer information to enhance
mobility decisions). In the latter case (since radio frequency in general is assumed to be a shared
resource) the PNF would be controlled by SDM-X. Such an aspect as well as the question
whether also a Mobility driven orchestration may have to be considered thus requiring also
SDM-O interface for MM-App is related to the preceding Section 2.1.1.

Contrary to the assumption above the exceptional use case demanding for inter-slice MM is
handled briefly in the following (for more detailed description please see [COCOA]):
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We have to differentiate between the MM-App representing a slice specific MM scheme and the
controlled NFs which may be shared (as RAPs or jointly accessed data bases for e.g. user sub-
scription profiles and policies). This case may be denoted as hybrid MM, while the situations
depicted in Figure-2-2 describe dedicated MM as both MM-App and all related NFs residing
within same slice — vs. common MM where MM-App and all related NFs are shared between
multiple slices and thus under SDM-X control. In [COCOA]: examples for application and use
cases for all three variants are described.

Contrary to the assumption above the exceptional use case demanding for inter-slice MM is
handled briefly in the following (for more detailed description please see [COCOA]):

We have to differentiate between the MM-App representing a slice specific MM scheme and the
controlled NFs which may be shared (as RAPs or jointly accessed data bases for e.g. user sub-
scription profiles and policies). This case may be denoted as hybrid MM, while the situations
depicted in Figure-2-2 describe dedicated MM as both MM-App and all related NFs residing
within same slice — vs. common MM where MM-App and all related NFs are shared between
multiple slices and thus under SDM-X control. In [COCOA]: examples for application and use
cases for all three variants are described.

2.1.3 Relationship with the 5G NORMA Overall Architecture

WP5 inter- and intra-slice procedures and the associated functions cover the three layers of the
5G NORMA overall architecture, as depicted in Figure-2-10: (1) Management & Orchestration
(MANO) layer, (2) Control layer, and (3) Data Layer.

The SDM-O ‘Inter-Slice Resource Broker’, NFV Orchestrator (NFVO), and domain-specific
application management (DSAM) reside in the MANO layer. With the exception of the Inter-
Slice Resource Broker, there can be dedicated MANO entities per network slice, e.g., a dedicat-
ed NFV MANO stack instance for each network slice.

While the Inter-Slice Resource Broker interfaces with the Service Management and also deter-
mines if and how resources and functions are shared across network slices, NFVO and DSAM
interact with the (dedicated or common) control layer, in particular the controllers (SDM-C and
SDM-X) and the distributed control functions that do not implement the SDM-C approach (cf.
RAN architecture of WP4). The NFVO, together with the other NFV MANO functions VNFM
and VIM, performs lifecycle management tasks (instantiation, scaling, re-location, termination)
for network slices, i.e., it orchestrates all virtualized functions and links of a network slice in-
cluding control applications, SDM-C/-X and Data layer functions. Further, the NFV MANO
functions are responsible NFV infrastructure management. In a complementary fashion, DSAM
configures the domain-specific (e.g., 3GPP) parameters of all NFs of a network slice and man-
ages the application-specific hardware, e.g., ASIC, DSPs, active antenna systems, monolithic
(non-decomposed) eNBs, etc.

The control applications for SDM-C and SDM-X, e.g., the mobility management or QoS control
applications outlined in the previous subsection, as well as the controllers themselves reside in
the Control layer. The controllers expose northbound APIs (e.g., RESTful interfaces) to-wards
the applications and use tailored control primitives on the southbound to abstract the technology
and implementation particularities of the controlled network functions in both Control and Data
layer. SDM Cs can make reconfiguration or resource allocation requests towards SDM-X that in
turn prioritizes multiple such requests according to the rule set supplied by the SDM-X control
applications.

The key functional elements of WP5, i.e., SDM-O for management and orchestration, and
SDM-C and SDM-X for control, are further analysed in the following section.
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Figure-2-10: 5G NORMA overall architecture.

2.2 5G NORMA WP5 Key Functional Elements

As discussed before, future 5G Networks are going to heavily rely on enhanced controllers that
extend the SDN capabilities [ONF]. Therefore, the functional architecture defined within the
WP includes three fully softwarized elements that provide the intra- and inter-slice control and
management functionalities introduced before.
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Figure-2-11: The Controller design rationale.
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The rationale behind this choice, as depicted in the above Figure-2-11 is to have a specific ele-
ment for each of the main problems introduced in Section 2.1. That is, we defined a specific
element that takes care of i) applying extensive SW driven control to all the NF embedded into a
Network Slice, ii) coordinating shared resource requests and utilizations across network slicing
and iii) efficiently orchestrating resources across network slices over multiple infrastructure

Dissemination level: Public

Page 29 / 140



5G NORMA Deliverable D5.2

domain. Therefore, we introduced the Software Defined Mobile Network Controller (SDM-C),
the Software Defined Mobile Network Coordinator (SDM-X) and Software Defined Mobile
Network Orchestrator (SDM-O).

In a nutshell, their behaviour is as follows. The SDM-C is the core of the network slice: it ap-
plies the SDN principle everywhere in the NFs belonging to a slice, managing the QoE and QoS
perceived by the users, eventually triggering re-orchestration requests to SDM-O. Following the
SDN spirit, all the network functionality is implemented in a SDM-C Application, a piece of
software that implements the logic of each network function. For example, one of the most im-
portant procedures of a mobile network, the mobility management, is performed as SDM-C
application.

The efficient utilization of the resources shared among different network slices is managed by
SDM-X. As scarce resources such as spectrum or fronthaul and backhaul bandwidth are likely
going to be shared among slices, their efficient management and control is paramount to guaran-
tee that QoS and QoE KPIs are fulfilled in the network. By applying different policies, SDM-X
can steer the shared NF behaviour to the most appropriate ones according to the scenario.

Finally, how to orchestrate resources among network slices within the same (possibly multi-
domain) resource infrastructure is a task accomplished by SDM-O. Its fundamental task is in-
teroperating different slices, each one having its own requested KPI, assigning resources accord-
ingly. The SDM-O architecture is an extension of the ETSI MANO NFV to the multi-slice,
multi-tenant scenario. Still, we defined the SDM-O for the sake of clarity: it is in fact a bound-
ing box that contains all the specific functionalities needed for multi-slicing orchestration.

Within 5G NORMA WP5 we also defined high level mechanisms that drive how standard pro-
cesses will be carried out using the defined controllers in the proposed architecture. Common
operation such as Mobility Management, Intra and Inter Slice Handovers, the re-orchestration
triggers or the network slice onboarding.

We next detail each of the defined elements, highlighting their distinctive features before intro-
ducing the designed processes. The interfaces between the WP5 functional elements are intend-
ed to be functional interfaces, that enable the exchange of the needed information between ele-
ments. Some of them can be mapped to (possibly enhanced) version of already standardized
interfaces (e.g., the northbound and southbound interfaces of SDM-C). Others may enrich the
functionality currently available across several reference points (e.g., the interfaces between
SDM-0O and SDM-C can be implemented by joining the functionality of different reference
points defined by ETSI NFV)

2.2.1 SDM-O

The SDM-O is a key component in the 5G NORMA Management and Orchestration architec-
ture. Although this component has been conceptually there since the initial definitions in the 5G
NORMA project [D5.1] [D3.1], it has been necessary to perform different design iterations (in a
joint effort in WPs 3 & 5) to define its functionality in a more specific way.

The role of this core component in the 5G NORMA MANO architecture has been already out-
lined in the previous Section 2.2 (see Figure-2-9 and associated text). Here we will describe this
component in more detail. The following shows a block diagram with the internal blocks form-
ing this component and the main interfaces with other elements in the 5G NORMA architec-
ture?.

2 The name and role of some of these internal blocks has changed during the project evolution, so what we present
here could not be fully aligned with other references or descriptions in previous documents. What we present here
is the last updated version, which comes from a common agreement in WPs 3 & 5.

Dissemination level: Public Page 30/ 140



5G NORMA Deliverable D5.2

SDM-0
5GN-0s-Ma-Sdmo 5GN-Sdme-5dmo
Froms the I » INTER-SLICE RESOURCE BROKER i From the SDM
055/BSS Controllers {SDM-C/X)
¥ ¥
Inter-Slice App. Domain,; App. Domain; App. Domainy App.
Management Management Management Management
- os-Ma-Nfvo T 0s-Ma-Nfvo F os-ma-ivo + os-ma-nfuo
NFVO NFVO NFVO NFVO
Slice, Slice slice eee Slice
I - I : I : i - Or-vi
f
‘ ‘ Or-Vnfm 1 :
NFV NFVI VNF NS
Instances Resources Catalogue Catalogue

Towards the VIM
Towards the VNF
Managers

Figure-2-12: SDM-O interfaces.

As we see the SDM-O works basically as an aggregator of NFVO blocks. These NFVOs are the
orchestration blocks defined in the ETSI NFV MANO framework [MANO]. As described in
Section 2.2, we have a complete ETSI NFV MANO stack per slice, so these are the orchestra-
tion elements for each of those stacks. As shown, the central element in the SDM-O is the “In-
ter-Slice Resource Broker” (IS-RB) block. This block implements the following interfaces:

e 5GN-0OS-MA-SDMO. Used to communicate the SDM-O with the OSS/BSS systems.
In some way, this can be seen as a natural extension of the ETSI NFV MANO ‘OS-MA-
NFVO’ reference point to support multi-slicing in our 5G NORMA architecture; i.e.,
this is interface is basically used for the same exchanges that those defined in [MANO]
for the ‘OS-MA-NFVO’ reference point (network services instantiation, service query-
ing, provide usage records, SLA parameters definition...), but with the necessary exten-
sions to specify the stakeholder requesting the operations and the specific network slice
where those operations should be performed (the stakeholders could the InP itself, or
any tenant requiring access to manage its own slices). So, besides the information ele-
ments already defined in the ‘OS-MA-NFVO’ reference point, this new ‘5SGN-OS-MA-
SDMO’ interface should include the corresponding slice specific information elements
(e.g.: slice and stakeholder identifiers).

As we see, the requests from/to the remote OSS/BSS systems are primarily processed
by the I1S-RB block, which propagates the information from/to the necessary slices us-
ing the corresponding Application Management block. As we see, these Application
Management blocks are working as a kind of ‘internal” OSS/BSS system for each slice,
interfacing with the different NFVVO blocks (one per slice) by implementing the actual
‘OS-MA-NFVO’ reference point already defined in [MANO].

As we can see, we have two different types of Application Management blocks: the In-
ter-Slice Application Management (green) and the Domain Specific ones (orange, blue
and red). The first one is available only to the InP to manage all the infrastructure, while
the others are available to the different tenants to manage their own domains for each
slice.

o 5GN-SDMO-SDMC. This interface, already defined in [D3.2, Section 4.4], is used by
the 5G NORMA control elements (SDM-C and SDM-X) to request re-orchestration op-
erations (for example, when certain QOE/QoS parameters are beyond the specified lim-
it). The idea is that, in the case the SLA targets cannot be met, the SDM-C/X can direct-
ly trigger the re-orchestration request on the SDM-O. This is a totally new interface in-
troduced in the 5G NORMA architecture, so a full definition of their information ele-
ments is necessary. To process the requests from this interface the 1S-RB should be
able to decide the re-orchestration operation to be performed (typically it will be a scal-
ing operation) and the specific slice on which that operation should be performed; once
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decided, that operation should be communicated to the corresponding Application Man-
agement module, which will interface the corresponding NFVO block.

e OR-VI and OR-VNFM interfaces. These are the same as the ones already defined in
the ETSI NFV MANO framework. The interface is directly performed between the
VIM and the VNFM functional blocks for each slice.

e Catalogues interfaces. Also, the same as those defined in the ETSI NFV MANO
framework. The idea is to have a full set of catalogues per slice, so the interface is also
between the catalogues themselves and the NFVO blocks.

2.2.2 SDM-C

The Software Defined Mobile Network Controller (SDM-C) aims to be the one of the key ele-
ments of future 5G Networks. The overall idea of the module is to enforce the split between the
control logic of a NF. By acting as an enhanced SDN controller that applies this split across all
the network functions in a slice, the SDM-C is the core of a network slice as it is the centralized
control point in which all the NF logic is executed. Due to the intrinsically more heterogeneous
operation of the controller this enhanced controller needs a larger number of interfaces com-
pared to the ONF counterpart. Still, we tried to align as much as possible the functionality of
such interfaces (at least from a high-level perspective) with the principle of Software Defined
Networking.
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Figure-2-13: SDM-C SDM-X interfaces in the C-D layer architecture.

In a nutshell, there are three categories of interfaces: northbound interfaces towards the applica-
tion logic, southbound interfaces to the different NFs and the management interfaces. They are
detailed next. In Figure-2-13 we show how the SDM-C interacts with the other components of
the architecture (i.e., SDM-X and SDM-0). The detailed extent of each interface is described
next.

Interface 5GNORMA-SDMO-SDMC: this is a management interface, used by the SDM-O
(see Sec. 2.2.1 for more details) to provide application management through the SDM-C con-
troller. To some extent, this interface provides all the functionalities related to the configuration
of OSS BSS and EM.
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This interface is used to convey the Control Application-specific information derived during the
translation from high-level tenant requests and established SLAs into the network slice resource
provisioning, NFs logic, and lifecycle parameters. E.g., with respect to Mobility Management
(MM) Application, this interface can convey the information about the most suitable MM
scheme and corresponding network slice template with respect to the agreed SLA and service
policies. Depending on the QoS service requirements attached to the network slice, a corre-
sponding mapping onto latency, bandwidth, computing and storage requirements, QoS thresh-
olds to monitor, etc. can be conveyed to the QOE/QoS Appli-cation via this interface.

Interface 5GNORMA-SDMC-APP: This interface is used to enforce the conditions defined by
the Control Applications that must be realized for a given traffic identifier on dedicated func-
tions and resources to fulfil the targeted SLA. E.g. via this interface the MM Application can
convey to SDM-C the exact network slice configuration (with right VNFs type selection and
right composition and configuration of different VNFs) based on selected network slice blue-
print. On the oth-er hand, this interface can convey the information regarding the current slice
performance which is reported back to the corresponding Control Application.

Interface 5GNORMA-SDMC-NF: It controls and configures parameters of the dedicated
P/VNFs which implement the NFs on the data path. The 5GNORMA-SDMC-NF interface is
hence used to configure and control these (Physical or Virtual) Network Functions. A list of the
available NF that can be controlled is listed in D3.2 and D4.2. The main category of controllable
NF is SDN-compatible routers (forwarders), building the path(s) that connect the VNFs of a
service chain. In this case, the interface is equivalent to the southbound interface of an ONF-
type SDN controller.

Interface 5SGNORMA-SDMC-SDMX: is used for interaction between the SDM-C and SDM-
X controllers in a peer communication mode. Based on the resource management policies pro-
vided by the SDM-O, the negotiation between SDM-X and SDM-C is established to decide how
to fulfil the demands of several partially competing network slices simultaneously. E.g. the
SDM-X decides based on the SDM-O policies whether it is necessary or not to modify a net-
work slice’s shared resources upon a request coming from SDM-C

These interfaces are used to perform common task in the mobile network operation. Some of
them are revised in Section 2.3 below.

2.2.3 SDM-X

While the SDM-C represents the functional core of a single dedicated network slice, the Soft-
ware Define Mobile Coordinator (SDM-X) is the pillar of the novel 5G NORMA architecture as
it manages heterogeneous accesses (by multiple tenants) to a shared network resource, e.g.,
spectrum or shared network functions. This implies advanced sharing mechanisms in order to
e.g., prevent (competitors) tenants from selfishly acquiring sensitive unauthorized data while
still keeping affordable multiplexing gains.

Shared resources might be collected in a common pool before being dedicated to specific net-
work slices. Such a common pool is dynamically managed by the SDM-X in charge of provid-
ing QoS guarantees to each network slice traffic flow. However, an admission control mecha-
nism should be developed and formerly applied (at the SDM-O level) to avoid network conges-
tions and, in turn, unexpected SLA violations. The key idea relies on the interaction between a
single SDM-X and multiple SDM-C, corresponding to multiple network slices willing to get
shared resources. In this context, 5G NORMA framework envisages a bi-directional communi-
cation between SDM-X and SDM-C. In particular, the SDM-X will promptly notify the re-
source availability per slice (based on inter-slice policies which might be enforced by the SDM-
0). Resource availability might change over time based on the real slice resources utilization.
For instance, SDM-C might issue an amended SLA request due to a traffic burst (for its own
slice traffic flow), which may be efficiently accommodated at expenses of unused shared re-
sources. This automated negotiation introduces flexibility and efficiency in the shared resource
management process without establishing a master-slave hierarchy between SDM-X and SDM-
C instances. Applications running on top of those controllers may easily interact each other and
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choose the best scheduling option while satisfying the overall slice requirements. This interac-
tion is performed through the 5GNORMA-SDMC-SDMX interface. In the next section, we
provide a detailed interaction between different 56 NORMA controllers based on given net-
work processes.

2.3 5G NORMA WP5 Processes

The functional architecture described in the previous sections incorporates novel concepts of
Network Slicing and Network Programmability that are certainly beneficial for achieving the
goals described by the most important 5G stakeholders associations. We already described the
role of the three major elements in the WP5 functional architectures: this entails the redesign of
most of network procedures that are currently performed by the management elements of the
network (e.g., EM, OSS/BSS) and the definition of new ones that regard the novel concepts we
introduced, such as SDM-C and SDM-X application. In this section we describe four exemplary
processes that will be relevant for the deployment and operation of 5G NORMA based net-
works.

We first describe two processes that are related to the network management: how to set up and
deploy a network slice and how to re-orchestrate the resources associated to a network slice.

2.3.1 Network Slice Set Up and Deployment

The first part of the process describes how external tenants can specify requests for communica-
tion services at an MSPs customer portal and an annotated network slice template is generated
from the provided input.

Actors | Triggering actor:

- Tenant application/human operator
Involved actors:
Service Management, Inter-Slice Resource Broker

Preconditions: | ®© NON€

¢ An annotated network slice template has been created and provided to the

Postconditions: -
Inter-Slice Resource Broker

Frequency of | Daily/weekly
Use:

1. Tenant application/human operator invokes the customer portal (part of
MSP’s BSS in 5G NORMA service layer) for requesting a communica-
tion service

2. Tenant application/numan operator provides the required input vector,
e.g.,

o Duration of the communication service

Expected traffic characteristics (total, distribution in space and

time, uplink/downlink distribution)

Geographical area / coverage

Number of subscribers

Latency, jitter

Qualitative attributes (service availability and reliability, privacy,

access control, encryption and integrity protection requirements,

etc.)

3. The Service Management utilizes the input vector from the customer
portal to select the most appropriate template from the network slice
template repository as follows

Normal Course
of Events:

o

O O O O
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o Each available template is associated with the same parameter
vector and, per parameter, the value (or value range) that the
template can support

o Based on a pre-defined distance metric, the best matching tem-
plate is selected

4. The Service Management further annotates the selected template by add-
ing further information regarding (non-exhaustive list)

o Inter-slice prioritization information

SLA information

Slice identifiers and UE association rules

Resource dimensioning for each NF

Transport network performance requirements (links between
NFs)

Initial configuration information for each NF

Monitoring policies

Lifecycle management policies (thresholds, etc.)
Deployment flavor parameters

Local affinity (anti-affinity) rules

o efc.

5. Service Management hands-off the annotated template to the Inter-Slice
Resource Broker

O O O O

O 0O O O O

The second part describes how the 5G NORMA MANO layer entities create a network slice
instance based on the annotated slice template. This process comprises

- allocation of physical as well as virtualized resources,

- creation of dedicated MANO layer functions,

- instantiation of major control functions like SDM-C, control applications, and dedicated

control layer VNFs,
- instantiation and configuration of dedicated VNFs, and
- establishing connectivity between virtualization containers and PNFs.

Actors

Triggering actor:
- Service Management
Involved actors:

Service Management, Inter-slice Resource Broker, NFVVO, domain-specific
application management, SDM-X/-C, VNFM, VIM

Preconditions:

¢ An annotated slice template has been received by the Inter-Slice Re-
source Broker
e Information on infrastructure resource utilization is available

Postconditions:

o Network slice has been instantiated and activated

e Tenant application/human operator is given control over the network
slice

o Network slice is ready to handle user traffic

Frequency of
Use:

Daily/weekly

Normal Course
of Events:

1. The Inter-Slice Resource Broker receives an annotated slice template
from Service Management

2. The Inter-Slice Resource Broker creates a new NFV MANO functions
(and/or associates existing ones) for the new slice instance and allocates
NFVI resources for dedicated VNFs

3. The Inter-Slice Resource Broker creates new domain-specific application
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management functions (and/or associates existing ones) for the new slice
instance

4. For shared NFs that become part of the new slice instance, the Inter-
Slice Resource Broker updates the according NFV MANO and applica-
tion management functions

5. The inter-slice application management functions reconfigure SDM-X
entities to consider the new slice in the control of shared functions/ re-
sources.

6. The NFVO triggers the responsible VNFMs to instantiate the slice-
specific SDM-C, the respective control applications, and all other NFs
that are part of the network slice.

7. The VNFMs instruct the appropriate VIM(s) to instantiate the SDM-C,

control applications, and other NFs for the new network slice.

VIM(s) instantiate SDM-C, control applications, and other NFs.

The NFVO and application management functions set up the intercon-

nections between Virtual Containers as well as to PNFs and to common

VNFs.

10. Application management functions provide network function configura-
tions to SDM-C

11. Network slice is activated by Inter- Slice Resource Broker, confirmation
is sent to Service Management

© ©

Exceptions:

If the network slice deployment is not feasible due to lack of infrastructure
resources, all affected catalogs (annotated slice templates, infrastructure re-
sources) shall be reverted to their initial state before the process was started.
The initiating tenant application/numan operator receives an error message
explaining the reason for slice deployment failure.

(As long as the infrastructure and resource situation does not change, a new
slice deployment request may only be successful if it is done using a differ-
ent/modified network slice template.)

2.3.2 Network Slices resource re-orchestration

Resources re-orchestration is a fundamental problem for cloudified network. As a matter of fact,
one of the most appealing features of softwarized network is their ability to auto-scale and self-
adapt to the changing conditions, both inside and outside the extent of a network slice, There-
fore, in the framework of WP5 we defined our controllers to be a central part of these proce-

dures.

To correctly perform the re-orchestration procedures, we divided them into two categories: re-
orchestration due to lack of IT resources and re-orchestration due to QoS requirements. Broadly
speaking, both IT resources (i.e., disk, RAM, CPU) and network resources (i.e., spectrum, fron-
thaul bandwidth, scheduling patterns) should be managed in a unified way. Shortages in any of
the two realms should be considered for re-orchestration triggers. However, as they are intrinsi-
cally very different, we defined two re-orchestration paths. We define the re-orchestration due
to IT resource shortage as follows:

Actors

Triggering actor:
- VIM
Involved actors:
VNFM, NFVO, Inter- Slice Resource Broker

Preconditions:

e Lack of IT resources

Postconditions:

o Network slice is scaled up/out
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Frequency  of
Use:

Daily/weekly

Normal Course
of Events:

1. Each VNF deployed in a network slice has associated triggers regard-
ing the needed amount of IT resources (CPU, RAM, storage) needed
in his VM container to properly provide the designed functionality

2. When one or more triggers associated to the VNF are fired, the in-
formation is passed to the VNFM that has to take one of the follow-
ing decision: to scale out or up the VM(s) building a network slice.

3. Before taking the decision, the VNFM contacts the NFVO of the
network slice, that checks if one of the selected operation is possible
(there are enough resources) or other decision better fulfill the VM
replacement (e.g., move the VNF to another container of NFVI)

4. |If additional resources are needed, the Inter- Slice Resource Broker is
involved, as the NFVI share of the tenant that runs the network slice
has to be resized to perform the scale out/up operation

5. The VIM is instructed to perform the operation

The process above is very similar to the one currently defined by the ETSI NFV MANO, for
scaling infout or up/down VNF. Now, in order to perform a similar operation triggered by QoS
parameters, we have to involve two more actors in the procedure: the SDM-C (or X, in case of
shared resources) and the QoS Framework. It is detailed next. For the sake of simplicity, we
detail the use case for dedicated resources, but the process is analogous for shared ones.

Actors

Triggering actor:
- SDM-C/SDM-X
- QoS Framework
Involved actors:
VNFM, NFVO, Inter- Slice Resource Broker, VIM

Preconditions:

e QoS levels not fulfilled

Postconditions:

e Network slice is re-orchestrated

Frequency  of
Use:

Daily/weekly

Normal Course
of Events:

1. The QoS framework reports to the SDM-C the relevant metrics for
the monitored NF

2. The SDM-C app checks if the shortage can be countered by a recon-
figuration of the VNF in the SFC.

3. If not, the information is sent to the SDM-O (NFV-O) through the
5GNORMA-SDMC-SDMO interface. Relevant side information,
such as the current QoS levels (also not related to the monitored NF
is provided to the SDM-0). As explained in Section 2.2, this logical
interface may span different reference points already defined by
ETSI NFV MANO architecture.

4. The final decision is taken by the NFVO of the network slice, that
checks if one of the selected operation is possible (there are enough
resources) or other decision better fulfill the VM replacement (e.g.,
move the VNF to another container of NFVI). Also, different as-
signment of network resources (e.g., spectrum), or an update to the
SFC is a valid option.

Dissemination level: Public

Page 37 / 140




5G NORMA Deliverable D5.2

5. If additional or different resources are needed, the Inter- Slice Re-
source Broker is involved, as the NFVI share of the tenant that runs
the network slice must be resized to perform the scale out/up opera-
tion.

6. The VIM is instructed to perform the operation (in case more VNFs
are needed) and the SDM-C is informed about the new extent of the
network slice.

2.3.3 SDM-X applications

As described in Section 2.2.3, the SDM-X is in charge of handling shared applications over
multiple slices/tenants. Among others, it is responsible to allocate scarce and expensive radio
resources to slices in an optimized manner to guarantee efficient usage of those. It needs to con-
trol the needed functionality of the service chain via policy based de-/activation patterns to satis-
fy the defined slice/SLA requirements. SDM-X was introduced in [D5.1] and its functionality is
further described in [D3.2, COCOA] In the following, an overview of necessary requirements
on signalling and policy rules are described, while specific technical solutions of SDM-X con-
trolled functionalities are explained in detail in Part 2, Section 3.

SDM-X&sTrigger SDM-XzsReceiver
Policy@®nforcement@fterf
orchestration

SDM-O Re-orchestration@equest

SDM-C Monitoring@equest Additional@esource@equest

Policy@®ased@e-

- e Problem@etection
/activation,@nodification

P/VNFs

Figure-2-14: Triggers and interactions of SDM-X.

Figure-2-14 gives an overview on identified triggers and interactions of the SDM-X to control
shared applications and P/VVNF during runtime of multiple slices. The shared resource control is
triggered by the orchestrator via policies when shared resources must be managed, e.g., spec-
trum or shared network functions. The SDM-X enforces the provided policies for shared appli-
cations. Furthermore, shared applications at the SDM-X entity will be supported by (multiple)
SDM-C functional blocks through the 5GNORMA-SDMC-SDMX interfaces. This ensures
communication levels between SDM-X and SDM-C and prevents master/slave communications.
The SDM-X needs to be able to trigger a re-orchestration request to SDM-O to prevent an SLA
violation. SDM-X needs to e.g., activate and deactivate shared applications based, such as ICIC
and scheduler policies which dynamically change the behaviour/functionalities of the instantiat-
ed shared applications. For instance, it might switch between the locally instantiated scheduling
metrics of a BS cluster to improve the overall slice performance. Furthermore, the SDM-X
needs to be triggered by SDM-C if additional resources are required. SDM-X needs to receive
monitoring information of the slice specific QoS monitoring entity of the SDM-C and SDM-X
needs to receive additional control data, such as resource requests by SDM-C.

2.3.4 SDM-C applications

This section describes the process of slice and service specific selection of an SDM-C controlled
network functionality or service in charge of mobility of (active or idle) session endpoints which
can be seen as SDM-C App(lication) or VNF and is denoted by MM-App. More details on
available versions of such MM schemes and the selection are given in Part 2 (section 4, NS
MM)
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As described in Part 2 the SDM-C App will be responsible for correct c-plane and u-plane
VNFs and PNFs as (dynamically chosen by the SDM-O) anchor points for routing and forward-
ing u-plane traffic and enforcement points to check correct QoS handling, policy or AAA issues.
Other functionality to be addressed may be to initiate RAN Paging for unknown location of a
device in case of mobile terminated session request. In case this control is executed directly the
MM-App has to know which functions how to address and these states have to be available to
each App instance. Alternatively, SDM-C does this (e.g. in terms of a shared data layer and thus
allowing for stateless operation of the App) via the 5 GNORMA-SDMC-NF interface to control
and configure parameters of dedicated P/VNFs. Then the MM-App needs to convey this infor-
mation via the 5GNORMA-APP-SDMC interface used to enforce conditions defined by Con-
trol Applications that have to be realized for a given traffic identifier on dedicated functions and
resources in order to fulfil targeted SLA. In other words, via this interface MM-App can deliver
to SDM-C exact network slice configuration (with right specific VNFs configuration) regarding
MM features to be supported based on selected network slice blueprint. On other hand, this
interface can relay information regarding current slice performance reported back to corre-
sponding Control Application (e.g. from QoE/QoS Moni-App).

During the slice set-up or re-configuration Control Application-specific information derived
during the translation from high-level tenant requests and established SLAs into network slice
resource provisioning are communicated through the 5 GNORMA-SDMO-SDMC interface.
Information such as NFs logic, and lifecycle parameters are communicated to the MM-App pool
for selection through the controller or E.g., information about most suitable MM scheme and
corresponding network slice template with respect to agreed SLA and service policies are re-
trieved.

MM-App as exemplary SDM-C App must consider limitations and restrictions given by exist-
ing agreements on service provisioning — enforcement here is to be understood as the usual
translation of c-plane information into verification on u-plane at the enforcement points (i.e.
NFs on u-plane level).

As already mentioned in preceding section (SDM-X policies) the SDM-C App may also be op-
erated in a shared mode, i.e., a MM scheme is operated jointly for different slice instantiations
(e.g. vehicular slice for different car manufacturers) or slices with identical mobility require-
ments (e.g. MMTC and residential BB access). In this case, the App similarly to the dedicated
slice case will via 5 GNORMA-SDMX-APP interface enforce conditions defined by Mobility
Control Application to be realized for given traffic type on shared resources and functions in
order to fulfil the targeted SLA with respect to relevant service policy. Alternatively, this is
done via SDM-C and the respective interface depicted in Figure-2-13: SDM-C SDM-X interfac-
es in the C-D layer architecture.
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3 Deployment Considerations for WP5 functional
architecture

This section will discuss and describe the rationale and the deployment considerations for the
placement of the NORMA controllers i.e., SDM-X and SDM-C within the 5G NORMA archi-
tecture. The discussion will provide the overview of various possible deployment options of the
controllers at various levels of the 5G NORMA architecture and briefly describe the pros and
cons of each deployment option with respect to 5G NORMA functional and operational impera-
tives.

Moreover, this section will also describe the interaction between the MANO layer and the
SDM-C and SDM-X controllers for different purposes. For example, inter/intra-slice orchestra-
tion and lifecycle management of the slices including mobility management and QoE/QoS man-
agement are discussed next.

3.1 Controllers Placement

This section will provide an overview of the rationale and design considerations that were con-
sidered when determining the placement options of the 5G NORMA controllers. As mentioned
before, one of the innovative aspects of the 5G NORMA architecture was the employment of
the SDN concepts within the overall scheme of slice management. The aim is to leverage on the
SDN and NFV concepts in order to develop a novel mobile network architecture that shall pro-
vide the necessary adaptability in a resource efficient way able to handle fluctuations in traffic
demand resulting from heterogeneous and dynamically changing service portfolios and to
changing local context. From the NFV perspective 5G NORMA extends the NFV MANO
framework to support multi-tenancy and manage service slices that may be extended over mul-
tiple sites. From the SDN perspective, it defines two SDN-based controllers, SDM-C for the
management of network functions local to a mobile network service slice, and SDM-X for the
management of network functions that are common/shared between mobile network service
slices. These controllers leverage on the concept of SDN controller and translate decisions of
the control applications into commands to VNFs. The main design challenge was to determine
the deployment option of these two controllers that are crucial to the effective management of
the mobile network slices and their management.

In line with the base design principles of following ETSI NFV architecture and extending it as
per the use case requirements, the decision on the controller placement has also been made
keeping in line with the ETSI NFV recommendations regarding the SDN usage in the NFV
architectural framework [SDN-NFV].
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Figure-3-1: ETSI NFV Perspective of interfacing with the SDN domain [SDN-NFV].

3.1.1 NFV Considerations and Recommendations

ETSI NFV provides a very precise architectural framework for a very clear purpose, and that is
to manage and orchestrate NFV1 resources, typically located in data centres, that are utilized and
consumed by Telco related functions and services. In this context ETSI NFV specifies features
and functions it requires from SDN. They then look into various possibilities of positioning
SDN in the larger scope of NFV.

From this perspective, the ETSI NFV system as per today's requirements uses the services of
SDN to provide a programmable platform for establishing links between VNFs and/or VNFCs,
and to support enhanced functions such as policy based management of traffic between VNFs
and/or VNFCs, or dynamic bandwidth management. Thus, the NFV system realizes a fully pro-
grammable end-to-end network services (NS) within the NFV domain.

When integrating the SDN functional components within the NFV infrastructure, it must take
into consideration the SDN interfaces relevant for its requirements. Figure-3-1 gives a high-
level overview depicting ETSI NFV perspective on interfacing with the SDN domain [SDN-
NFV]. As shown, ETSI NFV is in the process of specifying the “Orchestration interface(s) ” for
interfacing the SDN controller with the NFV MANO system. These specifications take the in-
terfaces internal to the SDN domain into account. That is, the Application Control Interface
(ACI) that provides to the VNFs an application programmatic control of abstracted network
resources [SDN-NFV], and the Resource Control Interface (RCI) for controlling the NFVI net-
work resources (e.g, physical/virtual routers and switches, and networks connecting VNFs).
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Figure-3-2: Overview of SDN controller deployment options with respect to SDN Applica-
tions and SDN

In this context, ETSI NFV has published a detailed report [SDN-NFV] describing the various
possible options of SDN federation in NFV. Figure-3-2 summarizes these possible options of
integrating SDN application, SDN resources and SDN controller with different entities within
the NFV MANO and NFV architecture. Each one has its own requirements on the NFV MANO
interfaces. For example, there are five integration options for SDN controller to either;

0] be part of OSS/BSS,

(i) exist as an entity within NFVI,
(iii)  exist as a PNF,

(iv) be instantiated as a VNF, or
(v) be integrated within the VIM.

Thus, Figure-3-2 gives different recommended options of integrating the SDN system (applica-
tion, resources and controller) in the context of NFV and [SDN-NFV] provides an overview of
each option and its combination. The key point is that NFV aims at leveraging the programma-
bility feature of SDN to implement NS that may be designed according to some pre-configured
VNF Forwarding Graph (VNFFG), or implement NS that may require the chaining of VNFs
based on some policy/service or even based on VNF processing, for example, a security related
VNF may want to change the path of traffic on the fly depending on its processing output.

3.1.2 5G NORMA Considerations and Approach

The 5G NORMA system has the complex requirement to provide inter/intra-slice management
and orchestration across multiple domains. For this reason, the resources and services of each
slice instance has to be managed throughout the slice lifetime in order to ensure uninterrupted
services within prescribed QoE/QoS bounds. The 5G NORMA architecture thus mandates a
SDM-C instance to be associated per slice instance for slice specific resource/service manage-
ment. Moreover, owing to the role of the SDM-X for the management of shared/common re-
sources between the slice instances, there is a unique functional relationship between the SDM-
C and SDM-X that is dynamic and hence must be maintained and managed throughout the life-
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time of the slices. In other words, the SDM-C and SDM-X instances and their lifecycle and their
associated resources also need to be managed and orchestrated with a high degree of dynamism.

In addition, the SDM-X and SDM-C form the control layer of the 5G NORMA architecture,
which is between the MANO layer (comprising of SDM-O, VNFM, VIM) and Data layer (com-
prising of PNFs, VNFs that form a slice), which allows the SDM-X/C to translate decisions of
control applications into commands for the data layer elements. Moreover, each time a new slice
is instantiated, a corresponding SDM-C instance has to be made available and associated with
the new slice. Considering that there could be hundreds of slices in a data centre, provisioning
of SDM-C/X as a physical control entity can not only have scalability issues but also lead to
performance issues. It is with these considerations that the SDM-X and SDM-C are deployed as
VNFs and their functions and interactions are managed by a VNFM just like other VNFs. The
deployment of SDM-X and SDM-C as VNF instances not only makes the lifecycle management
of these controllers efficient but it also enables the MANO layer to better manage the interac-
tions of the SDM-X with multiple SDM-Cs. It also allows the system the flexibility of imple-
menting the SDN applications, for example, 3™ party applications can be deployed to interact
with the SDM-C/X to enhance its functional/operational scope beyond the applications that may
be integrated within the SDM-X/C instances.

Figure-3-3 graphically depicts the scalability considerations behind this choice: we clearly have
three levels of scalability regions: SDM-O that works at the operator level to assign resources to
each slice, the SDM-C which is implemented at VNF level takes care of the network setup,
while NFs (of any kind, including distributed control) are the most real time element in the
chain.
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Figure-3-3: Scalability considerations for SDM-C placement

3.2 VNF Mobility

3.2.1 Replication/Migration decisions

Network Function Virtualization has changed the way network functions are deployed. It’s no
longer necessary for a technician to manually install a device somewhere in the network. Virtual
network functions can be deployed anywhere, usually without direct human intervention outside
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of defining the right configuration files. Replicating and migrating network function is signifi-
cantly easier using NFV, since creating new instances of a virtual machine or copying a virtual
machine from one place to another is much more straightforward than transporting an actual
machine from one location to another. The changes in configuration can also be automated, in
the case of the VNFs.

One of the key innovations of 5G NORMA is the adaptive (de)composition and allocation of
network functions. Functions can run either on the central cloud or on the edge cloud, based on
service requirements and deployment needs. This means that in some situations, network func-
tions (specifically, virtual network functions) should be moved within the network to meet all
those requirements and needs. In this section, we will describe why and how a VNF could be
migrated or replicated. Some strategies for performing this replication/migration are described
in the next section.

Replication and migration will be necessary whenever the network cannot fulfil the service re-
quirements of a given service. It’s a re-orchestration process, triggered by the SDM-C or the
SDM-X, and implemented by the SDM-O using the VNFMs and VIMs. Analogously to what
has been already defined in Section 2.3.2, there are two types of events that will trigger a repli-
cation or migration:

¢ Inability of meeting defined QOE/QoS targets, for example
o Inability of meeting QoS goals for a specific parameter (the most common ex-
ample are time-critical functions being moved to the edge cloud)
o Sudden changes leading to service interruption
= Significant and fast increase in demand, for example, an accident cre-
ates a traffic jam in a segment of a highway only served by one base
station
= A large group of users attached to a base station manage by an edge
cloud moves to another edge cloud, for example, a large group of soc-
cer fans takes the train from the suburbs to the stadium area
e Resource shortages, such as
o An overwhelmed edge cloud, requiring functions to be moved to the central
cloud

There are many possible ways of modelling the replication/migration decision. In the previous
deliverable [D5.1], we presented an overview of the state of the art for service migration deci-
sion. The two most common approaches are fuzzy logic and Markov Decision Processes
(MDPs). The latter is used for Edge Function Mobility (section 4.3 of Part 2), which focuses on
the function placement decision when a group of users change edge clouds

3.2.2 Replication/Migration strategies

After the decision for replication/migration has been made, two potential strategies for replica-
tion/migration can be gathered.
e Context migration and replication
o This option consists of the transfer of state information and reassignment of
flows from a function on one cloud to the same function in another cloud. The
target function could be already instantiated or be instantiated on demand (rep-
lication of the original function). The deployment will follow the same blue-
print followed by the SDM-O when the original function was first deployed.
Functions that don’t contain large amounts of state information and that don’t
tolerate long service interruptions will use this strategy.
o Live Migration for stateful functions
o Live migration consists of instantiation of the same VNF, followed by the live
transfer of memory, storage and network connectivity from the original VNF to
the new VNF (e.g., similar to what is currently implemented in OpenStack No-
va Live Migration). It’s suitable for a function like Video Caching. If a video is

Dissemination level: Public Page 44 / 140



5G NORMA Deliverable D5.2

being frequently requested in an edge cloud, it could be moved closer to the us-
ers (together with the video server VNF) using live migration.

The main challenge to consider here is the replication/migration time and service downtime.
Both should be minimized, especially the service downtime. However, we are still dealing with
replication/migration times ranging from hundreds of milliseconds (for context migration) to
dozens of seconds (for live migration) [Cerroni]. This entails that with current technology, rep-
lication or migration should only be performed when other options have been exhausted.

3.3 QoS Monitoring Granularity

3.3.1 UE mobility management granularity

This section discusses considerations on interoperation between different SDM-C Apps or
VNFs under the control of SDM-C and SDM-X. Especially the question is in scope how the
QoE/QoS framework is interworking with the functionalities (Apps) referring to the service
performance e.g. in terms of triggering actions to preserve or enhance a predefined service qual-
ity. It has to be considered at which level (e.g. flow/UE/slice/...) the interworking is required
and provided, respectively, depending on the specific use case or deployment scenario. This
issue is denoted as granularity of the interworking between e.g. QOE/QoS Monitoring function-
ality and the Mobility (MM) Management protocol. Details of the Q0E/QoS Monitoring design
and MM schemes will be handled in Part 2 (see Section 4) whereas here the general principles
will be described and illustrated.

In the following we assume that each slice is representing a single use case or service to be pro-
vided to the users connected to this slice: The MM selection occurs with a per-slice granularity
and the selected MM scheme within slice is continuously enforced or confirmed based on the
available QoE/QoS monitoring provided at same (per-slice) granularity. In case of violation of
QOE/QoS threshold a re-configuration of the MM scheme may have to be instantiated — possibly
with need for SDM-O support.

In general, we assume that multiple flows can be active concurrently within a session which
may be forwarded via different paths in different environments and respective link qualities
what may benefit from a per-flow granularity. Also in case the various flows carry different or
same services with their requirements and call for flow specific modifications. A QoE/QoS
monitoring on comparable level should be available to optimally fit the changing conditions.

Regarding the possibilities for selectable App granularity (in terms of parameters as e.g. termi-
nal speed or session continuity as discussed in Section 4)we face a trade-off between effort and
complexity which is related to provision of multiple MM schemes per slice on one hand and the
actually expected gain for service performance and resulting customer satisfaction achieved
with a more fine-grain selection.

As a function of such granularity but also specific to slice performance KPIs as defined by the
SLA, the decision on interface between MM-App and QoS monitoring and the manner of inter-
working has to be considered. The amount of information to be exchanged (e.g. simply a flag
indicating threshold violation or details as outcome of an analysis of the reasons for it) and the
frequency of exchanging data (on demand or continuously) has to be specified. An essential
parameter is the threshold for QoS Monitoring to trigger MM App activity. As well-known from
the ping-pong effect in HO decision at cell borders here e.g. a low threshold without enough
hysteresis margin would frequently invoke MM activity without real gain. So to avoid much
signalling effort and risk of false decisions during scheme change or modification the threshold
parameter has to be carefully decided on.
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3.3.2 QoE/QoS enforcement granularity

As introduced in [D5.1], QoE/QoS enforcement functions are responsible for dynamic and self-
adaptive management of the resource based on derived application specific QoE targets in order
to achieve good customer experience. Considering the management granularity or aggregation
level of the proposed QoE/QoS enforcement functions, there are two options as illustrated in
Figure-3-4 using deployment view of 5G NORMA architecture [D3.2]:

¢ In the first alternative, referred to as central QoE/QoS enforcement point, the traffics of
all the user or service flows served by a given 5G access point or by multiple access
points implemented in the same edge cloud is handled by the central QOE/QoS en-
forcement point. This deployment enables the QoE/QoS enforcement functions to opti-
mize and enforce the QoE/QoS for multiple users jointly, including the possibility of
differentiation among applications run by different UEs.

o In the second alternative, referred to as distributed QOE/Qo0S enforcement point, one
QOE/QoS enforcement point/instance handles only the traffic of one user or service
flow. This deployment option may be preferred in case of high mobility UEs so that
frequent reconfiguration of centralized QoE/QoS enforcement point is not needed due to
UE’s mobility. In addition, the deployment option also enable the possibility to inte-
grate QOE/QoS enforcement functions with other UE or service flow specific functions
to have correct more insight information to facilitate QoE/QoS enforcement. However,
this option may require an information exchange between different QoE/QoS enforce-
ment instances handling the UE or service flows that are served by the same radio re-
sources.

In the first alternative, the centralized QoE/QoS enforcement point is able to use and correlate
all the measurements taken from each individual user or service flow for congestion detection as
described in [D5.1]. Once the resource conflict or demand congestion is detected, the corre-
sponding enforcement actions (e.g. either redistribution of available resources or degrade or
even terminate/block some user or service flows) can be performed jointly by taking into ac-
count all the user or service flows managed by the centralized QoE/QoS enforcement point.
Therefore, QOE/Q0S is managed through a logically centralized scheduling of all manged traffic
and each user or service flow gets a share from the total available capacity according to its
needs, maximizing the number of flows served well and at the same time maintaining fully uti-
lized resources.
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Figure-3-4: lllustration of the QOE/Qo0S enforcement alternatives on different granularity
level
In the second alternative, each QOE/QoS enforcement point performs distributed system status
(e.g., congestion) detection and executes individual actions as it has access only to user or ser-
vice flow specific traffic and measurements. However, the individual enforcement instance
measurements are still implicitly coupled with overall system status as their traffic are served by
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the same shared resource. Therefore, each instance would detect congestion caused by shared
resources approximately at the same time. Additionally, each instance executes the same pro-
gram upon detecting the same system status, which harmonizes their effect on the overall traffic
mix. For instance, in case of congestion, the enforcement instances that handle user application
or service flow with lower priority (e.g., best effort) or less throughput sensitivity (e.g., web
browsing sessions with graceful degradation on resource shortage) would start acting first by
gradually decreasing the scheduling rate of their own traffic. An enforcement instance with ap-
plications that are more sensitive to the change of the throughput (e.g., the media rate of the
streaming video) would keep their scheduling rate intact longer at the level required by the ap-
plication session targets, and coordinate with other instances (i.e., by means of SDM-X applica-
tions) that take actions on their traffic first. In the optimal case, the self-reduction of low priority
traffic may be able to alleviate the load on the shared resources before the service level of im-
portant applications needs to be decreased. Therefore, the distributed enforcement instances can
keep the QOE/QoS enforced through their individual actions.

However, in order to improve the effectiveness and efficiency of overall QOE/QoS management
process, the second alternative may require the interface between individual enforcement in-
stances to exchange congestion detection and resource profiling information. For example, if
congestion detection information is exchanged among individual enforcement instances, the
enforcement instances that control the best effort traffic can start to decrease the amount of data
forwarded to the radio interface based on QOE/Qo0S degradation detected by an enforcement
instance that handles an important application. As another example, if the enforcement instances
also exchange the QoE/QoS targets and priorities of their traffic mix, the amount of traffic re-
duction at each instance required to resolve congestion can be even calculated explicitly and
enforced in one step. Thus, different levels of distributed enforcement alternative can work as
efficient and optimal as centralized alternative, but at the cost of more information exchange. So
as a conclusion, 5G NORMA prefers the centralized approach.
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1 Introduction

The second part of the deliverable provides a detailed view on several solutions that, by building
on the functional architecture defined by Part I, improve the current state of the art. In order to
have a consistent view on both the architectural aspects of WP5 and the devised technical solu-
tions, we included them in the second part, avoiding the use of Annexes. As already done for
D5.1, the goal is to keep the overall vision concise and compact, while the reader can refer to
Part 11 for the technical details of the 5G NORMA system.

1.1 Objective and structure of Part Il

The objective of Part Il is to describe in details the several algorithms, protocols, techniques and
evaluation framework that implements the functionality of the architecture defined in Part I.
Some of those contributions were already described in a preliminary way in [D5.1], in this case
we further extended them, providing in many cases quantitative evaluations. Other ones are new
contributions that were not included in the previous version of the deliverable. Finally, we did
not include in this document content that was already finalized in [D5.1].

Each contribution is thoroughly described, with a emphasis on how the key elements of the
functional architecture described in Part | play a fundamental role towards the achievement of
the final solutions. Each of the proposed solutions introduce novelty by either solving a problem
by introducing one of the WP5 key elements or by demonstrating how enhanced functionality
can be achieved with the introduction of elements such as SDM-C, SDM-X or SDM-O.

The second part of the deliverable is structured around three pillars that have been the main
tasks developed in WP5:

e Section 2 describes the Network Slices Orchestration solutions, that tackle the prob-
lem of service aware orchestration involving the different modules of the SDM-O

e Section 3 focuses on Network Slice QoE/QoS Control: that is, how to apply SDM-C
and SDM-X to provide the required KPIs to the different tenants and network slices.
Also, architectures and performance assessments are described in this Section.

o Finally, we focus on one of the most important categories of SDM-C applications in
Section 4: Network Slice Mobility Management. In this Section, we both emphasize
the novelty of the SDM-C approach and provide further details of how this paradigm
can be applied in this context.

1.2 Mapping to the functional architecture

Highlights of each specific contributions have been detailed in the introductory part of each
subsection, explaining their detailed relationship with the overall functional architecture. Still,
we provide here an overall view of the different solution described in the project and how they
fit into the WP5 functional architecture described above.
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Figure-1-1: Mapping of the contributions of D5.2 to the WP5 functional architecture

The solutions described in this deliverable well span the extent of the WP5 functional architec-
ture, considering very novel topics such as network sharing with SDM-X. We remark that sev-
eral technical contributions were already presented in D5.1 and have not been included here for
the sake of conciseness.

Dissemination level: Public Page 50/ 140



5G NORMA Deliverable D5.2

2 Network Slices Orchestration

How to properly consider the novel concept of network slicing during the orchestration process
is an open issue that is currently being discussed in the major standardization 5G fora and the
most prominent EU projects on 5G. In this Section, we describe some specific solutions for
Network Function orchestration and Network Management in general. They all rely on the 5G
NORMA enhanced controllers (more specifically SDM-O) and the MANO architecture jointly
defined by WP5 and WP3. The topics addressed by these solutions cover a wide research area
tackling both fundamental research problems and more practical aspects. We briefly summarize
them next:

o We start with a theoretical analysis of how VNFs have to be orchestrated in Section 2.1
in which several optimization aspects are considered.

e Then, we move to more practical issues of how VNF orchestration may impact real de-
ployment. In Section 2.2 and 2.3 we discuss how i) compounding VNFs into the same
machine may improve the overall performance of the system and, ii) the impact of ser-
vice aware orchestration algorithms on achieving the required KPIs associated to each
slice.

e Section 2.4 discuss about RAVA, an algorithm for VNF re-orchestration due to QoS pa-
rameters. It takes a hybrid approach compared to the one described in Section 2.3.2, but
it can be considered a necessary intermediate step from the current ETSI NFV MANO
architecture and the 5G NORMA one.

e Standardization and migration paths and are in the scope of Sections 2.5 and 2.6. Spe-
cifically, Section 2.5 discusses about possible standards in the field of SFC, while Sec-
tions 2.6 provides a thorough argumentation on how the 5G NORMA Orchestration ar-
chitecture, as described in Part I, can be implemented starting from the current architec-
ture.

All these contributions have been disseminated as paper submissions or standards. More details
can be found in the upcoming [D7.2]

2.1 VNF Chaining Location
2.1.1 Proactive Caching as a VNF Chain

Motivation and Problem Statement: Despite the fact that there has been a significant research
effort placed on Network Function Virtualization (NVF) architectures over the last few years,
little attention has been placed on optimizing proactive caching when considering it as a service
chain. Since caching of popular content is envisioned to be one of the key technologies in
emerging 5G networks to increase network efficiency and overall end user perceived quality of
service we explicitly consider the interplay and subsequent optimization of caching based VNF
service chains. This can be considered as an extension of the previous work reported in [D5.1]
where the focus has been placed on chaining and optimizing application agnostic VNF chains
by taking into account mobility. To this end, we detail a novel mathematical programming
framework tailored to VNF caching chains and detail also a scale-free heuristic to provide com-
petitive solutions for large network instances since the problem itself can be seen as a variant of
the classical NP-hard multi-dimensional binpacking problem.

Within the NFV framework, an end-to-end network service (e.g., rich voice/data) is described
by an VNF forwarding graph, where a number of VNFs (possibly distributed in various physical
nodes in the network) need to be visited in certain predefined order. To be more precise, the
sequenced VNFs of a service request form a service chaining as the service flow passes through
an ingress or egress point in a virtual network device. An illustrative example of such service
chain is shown in Figure-2-1, where caching is considered as one of the VNFs that constitute the
overall service chain; these VNFs might be located in different nodes in the network. Our aim is
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to consider caching and the other possible VNFs that might be required for the service in an
integrated manner in order to increase network efficiency.

[ vC ’—' nat} { fw } {vac} {idps} -

vc: video cache

nat: network address translator

fw: firewall

vac: video accelerator

idps: intrusion detection and prevention system

Figure-2-1: An example of caching as a VNF chain

Undoubtedly, among different VNFs, it is expected that caching would emerge as one of the
potential key network elements to be supported in emerging and future wireless/mobile net-
works. Viral and popular video streams dominate aggregate mobile Internet traffic® and it is an
application well suited to various different caching strategies. Most video traffic relates to over-
the-top (OTT) video content providers (CP) such as for example YouTube, Vimeo and NetFlix.
According to predictions from CISCO it is expected that the world’s mobile data traffic will
reach 30.6 monthly exabytes by 2020 and from this overall volume approximately 75% will be
video.

In that respect, caching of popular content deserves paying a special attention in terms of VNF
hosting location and chaining. Caching can play a key role in decongesting the backbone net-
work of an operator especially in times of congestion episodes. Hence, caching on the edge of
the network (edge computing) together with a number of other VNFs that might need to be vis-
ited for a requested cached content need to be considered jointly to optimize network perfor-
mance. This is because in the most general case, a cached content must be visited before other
VNFs can be applied and this service flow might originate from different possible network loca-
tions depending on the caching strategy. Hence, the service does need to reach a gateway node
but can originate at a node that host the required cached content (which can be topologically
close to the end user). Therefore, the location of caches in a VNF service chain, greatly affects
the overall VNF chain orchestration as well as the aggregate traffic dynamics in the network,
since links of higher aggregation (deeper in the network) can reduce their utilization levels.
However, efficient caching in mobile networks can be deemed as a highly challenging task
since the optimality of the cache locations are dependent on the movement/mobility patterns of
the users. Notably, to significantly reduce access delays to highly popular content caching con-
tent close to the end user without considering the effect of mobility might lead to degradation of
performance. In this case, caching popular content closer to the end user might inevitably re-
quire more frequently changes of the cache location to keep providing optimal performance. In
this case, the caching location and the associated VNF chaining need to be jointly considered to
avoid sub-optimal cases, especially under congestion episodes where performance can be signif-
icantly affected. To summarize, the focus and motivation of the contribution is on enhancing
proactive caching policies by taking into account the whole VNF chain.

2.1.2 Related Work

An overview of the challenges emerging in virtual network function scheduling is presented in
[Riera]; in this work the authors explain the application of SDN and NFV technologies with the

3 Mobile video traffic accounts for 60 percent of total mobile data traffic according to the CIS-
CO Global Mabile Data Traffic Forecast Update that has been released in February 2017.
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emphasis placed more on backbone networks. In terms of caching there has been recently a
significant amount of work. A caching scheme suitable for mobile networks that takes into ac-
count user mobility has been proposed in [Han] where the idea is to predict the mobility pattern
of users and opportunistically cache content along the predicted path of users. A scheme that
pro-actively cache content using transportation and focusing on video content has been present-
ed in [Kanai]. The idea is to utilize the almost deterministic mobility of users in transportation
systems such as trains to proactively cache popular content that the users might request upon
their arrival. The ideas on proactive caching detailed hereafter resemble more closely the work
in [Zheng] which propose a set of mobility-aware caching schemes (these research work was
also part of D5.1).

However, none of previous research works make caching decisions on a view of the whole ser-
vice chain. To the best of our knowledge this is the first work to consider in an explicit and inte-
grated manner proactive caching as part of a VNF chain. In most practical cases, this simple
cache moving could lead to inefficient routing of a mobile user to receive a service. Figure-2-1
gives an example of the inefficient routing problem where firewall as a VNF must also be visit-
ed and only cache is moved*

It is apparent that, in order to improve the mobility support of SDN-enabled networking, other
NFs on a same VNF service chain must also be moved, with the decision of caching. A close
related work can be found in [Riera] which aims to assign VNFs into given SDN-enabled net-
works. However, it does not take routing and location of VNFs into consideration.

2.1.3 Network Modelling for Proactive Caching and VNF Chain-
ing

A mobile network is modelled as an undirected graph G=(N, E}), where N denotes the set of
nodes in the network and E denotes the set of links in the network. By F, we denote the set of
VNFs and fi represents the specific VNF i. Each fi, if activated, consumes/requires some physi-
cal resources (i.e., CPU cycles, DRAM memory). We uniformly describe these resource re-
quirements as a single column matrix u;, meanwhile, the amount of available resources of node
Kk, which is able to host VNFs, is denoted using the single column matrix U.

The term "chain" in the so-called service chaining represents the different middleboxes that the
service should traverse, with a specific order, across the network using software provisioning.
This is the case under the proposed NFV architecture, where new services and/or network slices
can be instantiated as software-only, running on commodity hardware on top of virtual ma-
chines or containers. To provide a service request r € R (with R we denote the set of requests
that were accumulated arriving within a predefined fixed time slot) for a mobile user and/or
tenant, a network function forwarding graph (VNF-FG) needs to access a set of corresponding
VNFs that are visited in a pre-defined order (which the VNF orchestrator should preserve).
Hereafter, we consider a service request r as the set r= (fy, f2, ..., fi) where the sequence express
the visiting order of the different network functions fi.

For mathematical modelling simplification reasons, the corresponding relationship of a VNF
and its order in a request can be represented by a binary matrix V; as follows,

v { 1 if the I NF of request r is NF;.
il =

0 otherwise.

We define a candidate node set K (which is a subset of the set of nodes N) that consists of the
potential candidate nodes of hosting VNFs. By D, we define a set of potential destinations that

4+ NF movement in this document refers to any approach that occurs the change of the function's
location. (e.g., proactive caching)
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mobile users might move due to their inherent mobility. At this point it worth to be mentioned
that using historical data which are readily available to mobile network providers it is feasible to
estimate such probabilities of end users moving from their current location to an adjacent candi-
date destination node d. We denote this probability of changing their serving access router as pq.
As eluded, we assume that pq is predefined by using available historical data from operators so
this assumption can be deemed as realistic due to vast available data which can provide accurate
characterization of user mobility patterns. With known candidate cache locations, which can be
done using for example a proactive caching technique such as for example the one presented in
[4], the proposed framework aims to proactively place requested network functions (f) into the
set of nodes K. To be more precise, we define by Sr to be the set of initiating nodes (i.e., the
proactive caching locations) of a service chain r, and with H we denote the set of Sr for all re-
quests to be considered. Given the sets H, D, the requirements per request r and the available
network resources the proposed scheme returns the optimal proactive allocation of the VNFs
that minimizes the joint cost of routing, location and chaining.

Based on the previously described network settings we define the following binary decision
variables,

g { 1 if NF; is placed at /& for request r.

re T .
0 otherwise.

1 if NF; of request r with head s and
yffd = destination d is visited from k.

0 otherwise.

The optimal VNF location and chaining for the proactive caching problem is defined as the
following non-linear integer optimization problem,

Sty Y wal, Ui VkeK

reR il
YD Veayist =1, ¥r €R,s €8,,d €D,
keK icF
I1=1,...L

gkt _ gk <0 vreRieF keK,s€8S,,deD
ko c{0,1}, YicFkcK
Yl e {0,1}, YreR,icF keK seS,deD

where C¥ is the cost of placing VNF fi at node k. While Ps, Pxm and Piq are the shortest path
routing costs between the candidate nodes. The first set of constraint bounds the resources that
can be consumed by each VNF fi in every node. The next set of constraints enforce that each
VNF in a requested chain must be visited at least once. Following those we include the binding
constraints that insures the availability of a VNF at a node is valid only when the VNF is hosted
at the specific node. Note also that the first term of the objective function is the placement cost
of hosting VNFs at a node. The rest of the terms in the objective function reflect the accumula-
tive routing cost of each hop on the VNF-FG of a requested chain. To linearize the optimization
problem, we replace the product of binary decision variables y.*? y;™“ with an auxiliary varia-
ble z*™, which is defined as follows,

1 if request r with head s and destination d
sz!'T‘gd = visits NF; at node k and NF; at node m.
0 otherwise.

Based on the above, the previous defined optimization problem is converted to an integer linear
programming problem shown as follows,
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Note in the above formulation the additional binding constraints in order to ensure that the new
auxiliary variable z;*™ takes the same value with the product of variables y.** and y;™.

2.1.4 A scale Free Heuristic Algorithms

The Proactive Chaining-Caching (PCC) problem falls within the family of NP-hard problems
since it resembles a generalized bin-packing problem and as a result heuristics, becomes the
only viable option of finding competitive feasible solutions for real time operation under realis-
tic topologies and size of VNF requests. Therefore, we present three heuristic approaches for
finding caching points and VNFs allocations that ponder features including user mobility, net-
work capacity utility and request importance. Nevertheless, the presented schemes differ in the
performance of obtaining lower routing cost and the ability of providing smaller pro-active ser-
vice missing rate.

First, we propose Probability-prior proactive caching chaining (PPCC) which aims at minimiz-
ing the overall network traffic cost with the awareness of end user mobility. Based on user mov-
ing trend, PPCC places VNF chains between a pro-active caching point and the potential user
moving destination that with highest d. The second algorithm, hereafter called Shortest Path
Based Allocation (SPBA) also allocates caching as well as VNFs along the shortest path from
pro-active caching points to serving access routers but without taking user mobility into consid-
eration. The SPBA is presented as a mobility unaware baseline where allocation decision is
made by assuming the current accessing node is the permanent destination. Finally, in the last
algorithm, henceforth called All in Gateway (AGW), hosts all content caches and VNFs at the
network gateway. With a straightforward decision, AGW shows a lower bound on the network
traffic cost performance, in which no optimization techniques are applied.

Probability-prior proactive caching chaining (PPCC)

In order to handle end user mobility feature, we propose PPCC approach in which caching and
VNF chains allocations are decided based on user moving trend. In particular, the main philoso-
phy of the proposed PPCC heuristic is to create a set of candidate pro-active caching points for
each possible visited access router and then weighted by the probability of visiting each access
router and explore node combinations for creating the service chains. This approach is highly
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efficient when the user movement is predicable such as for example in the case of public trans-
portations. The pseudo-code of the PPCC scheme is shown in Figure-2-2 below

1) For any request 7, select the target node d € D by
highest pq and find the closest starting node s € S,
b_\? minimum shortest path routing cost Pgg;

2)  On the shortest path from the selected s and d, find

all candidate nodes by K;

Choose the closest k from the selected s on the

path to host the NF; with the lowest visiting order

sequence in request 7 if there are enough resources

to support the function, otherwise, host the sub-

lowest function, until running out of resources;

4) Repeat step 2 and 3 until all NFs of request r are
hosted.

[9]
—

Figure-2-2: Pseudo-code of the PPCC scheme

In step 3, depending on different consideration of the features of network capacity utility and
request importance, PPCC also provides two sub modes, namely, PPCC node first mode and
PPCC function first mode, which are denoted as PPCC-k and PPCC-f respectively. In PPCC-f,
step 1,2 and 4 are identical to PPCC-k. However, Step 3 will be as follows: "Choose the VNFi
with the lowest visiting order sequence in request r to host in the closest k from the selected s on
the path if there are enough resources to support the function, otherwise, host in the subclosest
node, until the last node". In short, the main principle of PPCC-k is making use of the network
capacity by risking VNF visiting order. While PPCC-f ensures the serving quality for a set of
requests by over using some network resources.

Shortest Path Based Allocation (SPBA)

Similar to PPCC, SPBA moves towards the same objective of minimizing the network traffic
routing cost. The distinction between it and PPCC is that SPBA calculates the allocation solu-
tion without the requirement of knowing the end user mobility trend. Accordingly, SPBA cre-
ates a set of candidate pro-active caching points for the original access router and then explores
node combinations for creating the service chains. The pseudo-code of the SPB3 scheme is
shown in Figure-2-3 below.

1) For any request r, select node 0 and find the closest
starting node s € Sy by minimum shortest path
routing cost Py,;

2)  On the shortest path from the selected s and o, find

all candidate nodes by K;

Choose the closest k from the selected s on the

path to host the NF; with the lowest visiting order

sequence in request 7 if there are enough resources
to support the function, otherwise, host the sub-
lowest function, until running out of resources;

4) Repeat step 2 and 3 until all NFs of request r are
hosted.

(5]
—

Figure-2-3: Pseudo-code of the SPBA scheme

Finally, as a baseline scenario we assume the so-called ‘all-in gateway' (AGW) scheme which
places all the requesting VNFs and content caches at the network gateway. As a result, all bene-
fits of using proactive caching techniques are lost. Moreover, with a mass of VNF entities run-
ning on the network gateway, the network resources of the gateway become the bottleneck.
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2.1.5 Evaluation

In this section, we provide a wide set of numerical investigations to evaluate the performance of
proactive chaining-caching problem under various network scenarios. The applied random net-
works are composed by a range of 10 to 20 candidate VNF hosting nodes and each candidate
node has a degree ranged from 2 to 5. Besides, the number of starting points and destination
points are set from 1 to 5. We assume that, the number of accumulated arriving requests in a
time slot is from 5 to 20, and the number of different VNFs is randomly selected from 1 to 5.

The moving probability to each destination node is randomly generated between 0 and 1, notice
that, the summation of the moving probability to each destination of a mobile user does not
exceed 1. With the aim to make VNF placement consider routing mostly, the VNF placement
cost is set as 0. While, the shortest path routing cost can be any linear function of the traffic
flows on the link, i.e., a delay, reliability, congestion, or energy metric. Without loss of generali-
ty, we choose the Open Shortest Path First (OSPF) or Enhanced Interior Gateway Routing Pro-
tocol (EIGRP) like routing metric in the simulation. To maintain the link diversity, we normal-
ize the routing metric in the range from 1 to 100. In terms of physical resources of candidate
VNF hosting node, we assume that each candidate node has 2 GByte memory capacity and 16
virtual CPU cores. While each VNF consumes memory in a range from 10 to 50 MByte and use
0.5 to 1 cores. The results are obtained by averaging 100 Monte Carlo simulations.

The proposed scheme is compared with two baseline schemes. In the first one, which provide a
lower bound on the performance, content caching and VNFs are hosted at the network gateway,
namely, AGW. The second scheme allocates caching as well as VNFs along the shortest path
from the gateway node to the serving access router without considering mobility, and is as de-
tailed in the previous section is entitled as the Shortest Path Based Allocation (SPBA) algo-
rithm.
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Figure-2-4: Routing performance of the proposed schemes with different number of
nodes in the network. (assuming that K=20)
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Figure-2-5: Blocking performance of the proposed scheme with increased number of
service requests in the network. (K=20)

Figure-2-4 and Figure-2-5 provide a glimpse on the performance aspects of the different algo-
rithms detailed. Figure-2-4 depicts the routing performance of the different proposed schemes
with different number of nodes in the network, whilst Figure-2-5 shows how the probability of
having a request blocked (due to resource unavailability) grows with the number of service re-
quests for the different schemes. As expected the upper bound on the blocking probability per-
formance will be the one from the capacitated version of the AGW scheme. Also note that for
the other the k-mode performs better than the f-mode in terms of blocking. This should be ex-
pected since the f-mode excessively place the VNFs among the cache destination path for ensur-
ing the routing performance of a selective set of requests. In general and with respect to mobili-
ty, the proposed PPCC scheme could reach over 75% gains compared to the other techniques

2.1.6 Summary

In this section, the rational of VNF location and chaining for proactive caching has been pre-
sented together with some key observations on this problem and the general principle of opti-
mizing cache specific VNF service chains. Based on those preliminaries an optimization
framework using integer linear mathematical programming has been detailed that integrates
VNF chaining for proactive caching. In addition, since the problem resembles the multi-
dimensional bin-packing problem, which is NP-hard, a scale-free heuristic algorithm has been
presented that can be applied in large network instances amenable for real time implementa-
tions. Finally, the attainable performance of the proposed proactive caching service chains
schemes was investigated under different network settings.

2.2 Network-wide Orchestration

It is often said [WOLF] that success of the IN architecture will largely depend on the success of
network-wide service management. This concept of network-wide orchestration is associated
with the replacement of the individual device configuration by a more powerful network ser-
vices management mechanism able to provide network-wide services definition, configuration,
deployment and monitoring. Using network-wide orchestration services are not deployed, con-
figured and managed in a node-by-node fashion as it is originally done in legacy systems, but
using higher-level abstractions and automated procedures to deploy and configure each single
component of the whole network service at once.

The main advantage of this network-wide orchestration is that it gives a single point of integra-
tion, providing a centralised representation of the distributed network no matter the number of
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resources involved or where they could be physically placed. This provides great opportunities
for accessing KPI measurements and automation, opening up possibilities for the deployment of
advanced services across the entire network domains. In this way, the inherent complexity of
deploying and managing complex and feature-rich services can be simplified by automating the
underlying configuration and monitoring tasks from the orchestration module. For example, a
complex distributed network service composed of multiple VNFs, PNFs, network links connect-
ing different clouds and a number of KPIs to be monitored could be automatically deployed and
managed from the orchestrator and treated as a single entity (a Network Service) in the network.

In 5G NORMA network-wide orchestration is performed at two different levels:

- Inter-slice orchestration, dealing with the orchestration of resources to conform the dif-
ferent network slices in the network.

- Intra-slice orchestration, referring the orchestration of resources into the network slices
In the following subsections, we describe in more detail these two different levels.

2.2.1 Inter-slice orchestration

Inter-slice orchestration is performed by the 5G NORMA specific SDM-O component (see Sec-
tion 2.2.1). As a whole, inter-slice orchestration is commonly understood to provide the neces-
sary mechanisms for sharing different NFs among the multiple slices in the network; however,
in 5G NORMA, this sharing of resources is just limited to those resources which are not possi-
ble to split in individual pieces that could be assigned to the different slices in an isolated way,
i.e., normally those common resources in the RAN which are controlled by the SDM-X compo-
nent. The rest of the components, uFigure-2-6p to the MANO layer in the 5G NORMA architec-
ture, are susceptible to be part of individual slices.

Let’s recall here how slicing is managed in 5G NORMA. As we see in Figure-2-6 below, the
whole InP architecture (NFVI1-0) is sliced according to quotas assigned to the different tenants,
in such way that certain subsets of this whole infrastructure (NFVI-1...NFVI-n) are assigned to
the different slices (i.e., a complete ETSI NFV MANO stack is assigned to each slice, assigning
resources in the NFVI-0 area to the different tenants according their SLA).

[ [ = R

Figure-2-6: Simplified 5G NORMA MANO architecture
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So, the functionality of the SDM-O is basically limited to create and maintain the different slic-
es according the tenants’ requirements. Each slice will be created according specific quotas that
will be stablished from the beginning in the SLASs signed by tenants and InP, and those quotas
won’t change until a new SLA is signed again. This means that inter-slice orchestration is not
expected to be a very dynamic process in which resources should be quickly moved from one
slice to another. The only dynamic orchestration process that we consider is perhaps the re-
configuration of certain parameters in the RAN shared resources or in some specific shared
PNFs.

Instead of dynamism, we consider it is much more important to provide the tenants their own
isolated slices with a well-defined set of resources and behaviour, and with the assurance that
those resources will not be assigned to other tenants using the infrastructure; we consider it
wouldn’t be acceptable for a tenant that some infrastructure resources assigned to him by means
of an SLA could be temporally assigned to a different tenant just because that second tenant
could be experiencing a lack of resources. The view of the network for each tenant is its own
slice (or set of slices); each tenant is paying for the resources assigned to its slices, so initially,
there is no justification to dynamically move resources from one slice to another (even if one
tenant has a lack of resources while another has resources to spare). The only exception to this
could be a tenant owning different slices; in this case that tenant could request to share resources
among those slices belonging to him (this could be specified in the SLA). As a whole, although
this resource reservation policy based on quotas could reduce potential multiplexing benefits,
we consider for the tenants is more beneficial to have a fixed, well defined and stable frame-
work assigned to them.

So, although the functionality of the SDM-O is just limited to instantiate and maintains the dif-
ferent slices according the tenant requests, this is not a minor task; it comprises the following:

1. Slice instantiation, receiving from the OSS/BSS blocks a package (or set of packages)
containing the software components and information elements to create each new slice;
this package should contain:

o The software packages of the different functional blocks composing the slice.
Thi