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ABSTRACT

A thorough understanding of the power consumption behav-
ior of real world wireless devices is of paramount importance
to ground energy-efficient protocols and optimizations on re-
alistic and accurate energy models. This paper provides an
in-depth experimental investigation of the per-frame energy
consumption components in 802.11 Wireless LAN devices.
To the best of our knowledge, our measurements are the
first to unveil that a substantial fraction of energy consump-
tion, hereafter descriptively named cross-factor, may be as-
cribed to each individual frame while it crosses the proto-
col/implementation stack (OS, driver, NIC). Our findings,
summarized in a convenient new energy consumption model,
contrast traditional models which either neglect or amortize
such energy cost component in a fixed baseline cost, and
raise the alert that, in some cases, conclusions drawn using
traditional energy models may be fallacious.

Categories and Subject Descriptors

C.2.1 [Computer-Communication Networks]: Network
Architecture and Design— Wireless Communication

General Terms

Design, Experimentation, Measurement, Performance

Keywords

WLAN, 802.11, Energy consumption anatomy, Energy mea-
surements, Cross-factor

1. INTRODUCTION

The increase in energy density of current state of the art
(Lithium-Ion) batteries is far from following Moore’s Law,
the current challenge being “just” a twofold density increase
in the next 10 years [37]. This is not a good technological
premise behind the energy greediness of wireless connectiv-
ity, second only to that required to backlight displays in
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most handheld devices. Moreover, battery powered wireless
devices are becoming ubiquitous, and are frequently part
of the network infrastructure itself; even besides the obvi-
ous case of wireless sensor networks, battery powered relays
or opportunistic intermediaries are widely considered in ad
hoc, mesh, DTN scenarios, or emergency deployments.

It is hence not nearly a surprise that a huge research ef-
fort has been dedicated to find ways for reducing energy
consumption in the wireless access and communication op-
eration [24,[39]. For instance, with reference to the 802.11
WLAN (WiFi) technology [2], indeed the focus of this paper,
energy efficiency improvements span very diverse aspects of
the 802.11 operation, from management procedures [34], to
usage of opportunistic relays [I9] or infrastructure on de-
mand [22], to PHY [3I] and MAC [I2] layer parameters’
optimizations, and so on.

Obviously, a quantitative treatment of the attainable en-
ergy improvements is greatly simplified by the availability of
realistic and accurate energy models, also considering that
fine-grained per-frame experimental measurements (versus
coarse aggregate power consumption statistics) may be non
trivial to achieve. Most of the literature works, including
but not limited to [7l[OLITLI2LT5117L23LB30,40], ground their
proposed analyses, optimizations, or algorithm /protocol de-
signs, on the widely accepted paradigm that the energy toll
may be ascribed to two components: a baseline one, plus
a second one linear with (transmission/reception) air time.
The specific weights are of course tailored to the interface
state (transmit, receive, idle, sleep), and can be gathered by
data sheets [I3] or experimental measurements [I1[16].

Questioning the classical per-frame energy model

With such a widespread acceptance, questioning the above
mentioned classical energy model seems tough. Actually,
such model makes perfectly sense if we just focus on the
network interface card consumption. But, in practice, pro-
cessing in the host device drains energy as well. So, the ques-
tion at stake is whether (and to what extent) there is some
energy toll in the device, which is imputable to TX/RX pro-
cessing, but which is improperly accounted in such classical
model, e.g., because it can be neither considered (7) indepen-
dent of the radio operation and thus (implicitly) accounted
in the fixed baseline energy consumption component, nor
(#) strictly proportional to the traffic load in bytes, hence
(implicitly) accounted in the linear air time energy cost com-
ponent.

Our paper not only raises this question (apparently unno-
ticed in most prior work), but, more significantly, provides



a (we beliexﬁ compelling answer, via extensive and tailored
experimentd] providing a detailed anatomy of the energy
consumption in the protocol stack.

Two major findings appear to emerge. First, a substantial
energy consumption occurs while a frame is delivered across
the protocol stack, namely from the operating system to
the driver to the NIC (and conversely for reception). Such
“new” energy cost component, descriptively referred to as
cross-factor, cannot be neglected; on the contrary, in some
experiments it even accounts to more than half of the per-
frame energy cost. Second, such cross-factor can be neither
dealt with as an extra baseline component, nor (perhaps
more surprisingly) as a cost proportional to the traffic load.
Actually, this energy toll appears mostly associated to the
very fact that a frame is handled, i.e., irrespective (to a very
large extent) of the actual frame size in bytes

Our findings, which we wrap into a convenient and easy
to exploit new energy model, have a twofold implication.
First, they suggest new energy reduction strategies, such as
batching packets while they travel across the protocol stack,
or avoiding stack crossing when possible (the energy savings
for both strategies are preliminary quantified via tailored
experiments). Second, the fact that a substantial amount of
energy is drained by the processing of packet units (i.e., inde-
pendent of their size, or air time, or modulation and coding
scheme) may play havoc with some specific optimizations
proposed in the past. For instance, we show that energy-
efficient optimizations leveraging relay nodes may yield qual-
itatively different conclusions when the cross-factor energy
component is accounted for.

Our contribution

This paper makes the following original contributions.

Power consumption characterization. In contrast to
previous works, our measurement methodology is (i) based
on a convenient power measurement device rather than spe-
cialized hardware and complex measurement configurations;
() it exploits techniques to reduce measurement uncertain-
ties due to scale limitation, and (%) it characterizes the total
device power consumption versus that consumed by just the
wireless interface.

Power consumption anatomy and unveiling of the
cross-factor. Targeted measurements devised to break down
the energy cost in specific components, reveal (and quantify)
that a substantial fraction of energy is consumed by the pro-
cessing of packets throughout the protocol/implementation
stack. Such cross-factor energy toll exhibits two notable fea-
tures: (i) in some (common) radio settings, it may become
the dominant source of energy consumption, and (i) it is
primarily associated to the frame processing itself, rather
than to the amount of bytes handled. Interpreting such cost
as proportional to the load seems thus intuitively appeal-
ing, and may work as long as the frame size is fixed, but is
incorrect for the general case of variable frame sizes.

New energy model and relevant validation. We
summarize our findings in a simple and convenient energy
model which overcomes traditional models limited to NIC

!Primarily on a Soekris net4826-48 device, but the general
findings are duly confirmed by further measurements on two
other platforms, an Alix2d2 and a Linksys WRT54GL.

2While some previous works had already identified a per-
frame energy cost, such cost was ascribed to different factors
from the ones we find in this paper (like e.g. control frames).
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consumption |79 [1TL12][T5L17,2330,[40]. We validate such
new energy model with several experiments.

Practical implications. Focusing (for space reasons)
on selected use-case examples, we show that some energy
optimizations proposed in the past may yield fundamentally
different conclusions when revisited with the awareness of
our more realistic energy consumption findings. Of course,
such conclusion may or may not apply on a case by case
basis, but, on a more general line, our findings appear to
raise the alert that there might be other cases where past
conclusions should be reconsidered. Moreover, we discuss
possible new means to take advantage of our findings for
improved energy efficiency; we especially quantify, through
software developed for measurement purposes, the savings
introduced by two schemes that simplify the crossing of the
protocol stack.

2. RELATED WORK

Energy consumption of devices. A number of pre-
vious works in the area analyze, like us, the consumption
of the complete device, either a laptop [IL[3,25] or a mo-
bile phone [I0,[33]. Some of these works deal with specific
issues, such as quantification of the consumption of com-
ponents other than wireless interfaces (e.g., CPU, screen,
memory) [10], power consumption measurements via avail-
able APIs for estimating the battery discharge state [25], as-
sessment of trade-off between CPU consumption due to data
compression and wireless consumption due to data transmis-
sion [3], but do not tackle the per-frame energy consumption
domain. Only [I] briefly mentions that the energy consump-
tion associated to packet processing might be non negligi-
ble, but does not provide any measurement or evidence. [33]
finds that message size can have a non-intuitive impact on
the energy consumption, but their guess is either the exis-
tence of some power management threshold or a bug in the
wireless firmware (indeed, energy bugs in mobile devices are
a current concern [28]). We distinguish from all these works
in the fact that we perform a fine-grained per-packet energy
consumption decomposition, versus their energy consump-
tion analyses on a much coarser scale.

Energy consumption of interfaces. Unlike the previ-
ous papers, most characterizations of the wireless interface
consumption are done on a per-packet basis. The seminal
work of [16] shows that transmission/reception of an 802.11
frame has a linear dependency on its length. This result is
caused by the four different states a wireless NIC can be
in, namely: sleep, idle, receiving and transmitting. [16] also
identifies a fixed cost per frame, caused by control frames
(e.g., RTS/CTS). The results are extended in [14] for differ-
ent modulation and coding schemes and transmission power
configurations, and a similar approach is followed in a re-
cent work [I8] for the case of 802.11n. While in these cases
the 802.11 interface is treated as a whole, [32] distinguishes
between the (approximately constant) Application-Specific
Integrated Circuit (ASIC) consumption, and the Power Am-
plifier (PA) consumption occurring only outside idle periods.
None of these works analyze the energy consumption of a
frame as it is delivered to/from the NIC.

Energy consumption models. The (implicit or ex-
plicit) assumption of all previous energy consumption mod-
els [TIOTTIT2T5T723)30,40] is that the PA operations dom-
inate the consumption of the whole device, which allows to
model consumption with a finite number of states, e.g., {ac-



tive, idle} [9L[1T], {transmission, reception, idle} [I5LI7,/40],
and so on. More specifically, the common approach followed
by all these papers (as well as that recently included in the
NS3 network simulator [41]) is to model the NIC consump-
tion using data sheet parameters [I3], and add to this a
fixed amount to account for the non-wireless power con-
sumption of the device. In [30], the authors propose an
extended model that accounts for the power conversion effi-
ciency of the PA, but eventually the model suffers from the
same limitations. As we will see in this paper, these energy
consumption models fail to capture crucial aspects of how
energy is consumed in real world devices, and therefore their
use might bias conclusions.

Energy efficient mechanisms. Proposals for energy-
efficient operation can be found at practically all layers of
the 802.11 stack. Starting from the lowest layer, [31] pre-
computes the optimal rate-power configuration for each data
frame. Several works aim at reducing the energy wastage in
the WLAN by adapting the contention parameters [12}17]
or extending the backoff operation [71[23]. The use of co-
operative relaying for energy efficiency is analyzed in [19];
[27] exploits idle period predictions to switch from active
to sleep states. Increasing the sleep state time is the main
energy saving target in the standard Power Saving Mecha-
nism (PSM) [39], and in traffic management (and shaping)
schemes such as NAPman [34], or in ‘infrastructure on de-
mand’ schemes [22] devised to (de)activate Access Points
based on client load. All these proposals are based either on
(7) the energy consumption of the PA, which might be de-
tailed but underestimates the consumption of the complete
device, or on (7i) the coarse-grained estimated consumption
of the complete device, which precludes a thorough under-
standing of the per-packet delivery implications.

3. METHODOLOGY TO MEASURE ENERGY

802.11 devices

For development convenience, most results have been ob-
tained using a Soekris net4826-48 device, equipped with
an Atheros AR5414-based 802.11a/b/g Mini-PCI card, and
configured to use the 802.11a PHY. The hardware comprises
a 233MHz AMD Geode SC1100 CPU, 2 Mini-PCI sockets,
128 Mbyte SDRAM and 256 Mbyte compact flash circuits
for data storage, extended with a 2 GB USB drive. The
OS is a Gentoo 10.0 Linux (kernel 2.6.24), and the driver is
MadWifi v0.9.4.

Two additional platforms, employing different WLAN PHY
and bands, and different hardware architectures, have been
further used to verify the most crucial findings (e.g., Fig. ),
to remove the doubt that such findings could be biased by
the specifically chosen reference device or WLAN band/card/
PHY. These two additional platforms are: () an Alix2d2
device, equipped with a Broadcom BCM4319 802.11b/g Mini-
PCI card, 500 MHz AMD Geode LX800, 256 MByte SDRAM,
kernel 2.6.29, and (i7) a Linksys WRT54GL device, equip-
ped with an integrated Broadcom BCM4320 802.11b/g chip-
set, 200Mhz BCM5352 CPU, 16 MByte RAM, kernel 2.6.32.

To generate traffic, we used the mgen tool] to send UDP
packets. Additional devices in monitor mode have been em-
ployed to sniff all traffic to confirm that all wireless activity
was caused only by our experiments. To ensure that no pack-

%http://cs.itd.nrl.navy.mil/work/mgen/
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ets were dropped at any layer of the protocol stack, which
may bias the conclusions of the results, we checked that
the information logged by the system at the different layers
matched the actual wireless transmissions that we observed
through the external sniffer.

Power-related issues

Power consumption was measured via a low-cost PCE PA-
6000 power meterﬂ which provides instantaneous values of
current voltage and power factor (among other parameters),
at a sample rate above 3 sample/second. This instrument
can be connected in series between an AC or DC power
source and the device under study, without dismantling it,
as for instance needed with some specialized equipments,
which thus may restrict experimentation to, e.g., devices
using card extenders.

For what concerns powering the devices while gathering
measurements, we extensively tested two alternatives: via
AC supply, and via DC supply. At last (discussion omit-
ted for space reasons), we resorted to the second configu-
ration, to prevent periodic AC power fluctuations from the
wall socket which would have affected accuracy. The PCE
PA-6000 power meter was thus powered with 6 AA batter-
ies, and we employed a Protek 3033B deviedd to power the
wireless device.

3.1 Improving measurements accuracy

Power measurements were obtained by measuring the volt-
age v and the current ¢, and taking the relevant product
p = v - i. Reducing the native inaccuracies of the measure-
ment instrument employed was a major practical challenge.
Indeed, according to the vendors’ specification sheet, the
PA-6000 provides a resolution of Av = 0.1 V for the volt-
age and Ai = 0.01 A for the current. Considering a typical
baseline power measurement for the considered device, these
inaccuracies yield the following relative errors:

v=125+01V =125V +0.8%
1=0.20£001 A=020 A £5%
pAa25+0145 W =25W +58%

where in the last power measurement expression we have
made usage of the well known fact that the relative error
for the product p = v - i is approximated by the sum of the
relative errors for v and ¢ [38].

Reducing uncertainty

In most of our experiments, an uncertainty in the order of
more than 5% is too coarse, as it would undermine our abil-
ity to quantify small, but for our purposes extremely mean-
ingful, trends (e.g., power consumption variations for an in-
creased frame size). The methodology that we followed in
order to improve this accuracyl] consists in using, instead
of a single device, K devices in parallel running the same
experiment (over different non-interfering wireless channels,

‘http://www.industrial-needs.com/technical-data/
power-analyser-PCE-PA-6000. htm
Shttp://www.protektest.com/ProdInfo.asp?
prodId=3033B

5In our case, averaging N samples does not help to reduce
uncertainty, which is determined by the “reading scale”. In-
deed, the average would retain the same accuracy as the
original samples [38].
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Table 1: Accuracy improvement with K devices.

Table 2: Soekris Baseline consumption profile

[K]T o(V) T kA T px W) [ pa W) ] [Config. [ Description [ Cons. (W) |
11126 0.19 24461 % [ 24 £6.1 % w/o card | no NIC connected 2.29+2.2%
21124 +0.1 0.41 +0.01 514+32 % | 2.5 £32 %
3| 122 ' 0.63 ' T7.7£24 % | 2.56+£2.4 % WiFi off | NIC connected 2.58 +£2.0%
4123 0.84 10.34£2.0 % | 2.58+2.0 % driver not loaded (+0.29)

Idle (pi;q) | NIC activated+associated to AP | 3.56 + 1.7%
no RX/TX besides beacons (4+0.98)

of course). Thus, the instrument’s uncertainty on the cur-
rent measurements, namely 0.01 A, now applies to the total
current (as well as the total power, voltage being the same)
drained by the K (equivalent) devices, yielding a relative er-
ror reduction of a factor K. The power consumed by a single
device is finally computed as 1/Kth of the total power, with
the same (reduced) relative error (division by a constant
does not affect the relative error [3§]).

Table [M shows measurements taken over 30 seconds on
K =1 to 4 devices in parallel, for the case of devices with-
out wireless interfaces, which is the configuration that con-
sumes the least power and therefore has the largest relative
errors. The table reports measured voltage v, total current
iK, total consumed power px with associated uncertainty,
and per-device consumed power pg with associated uncer-
tainty. With K = 4, accuracy improves from about 6% of
single device measurements to a more satisfactory 2%[1

In the rest of the paper we use such a parallel device
methodology in which each experiment is conducted with K
different devices of the same type (software and hardware)
performing the same operations. Unless otherwise specified,
we will use K = 4 for 802.11a and K = 3 for 802.11gE|
As shown by the results of the next section, these K values
provide sufficient accuracy to analyze the behavior of the
different energy components of 802.11 devices.

4. ENERGY CONSUMPTION ANATOMY

In order to characterize the power consumption of the
802.11 devices, we have conducted an in-depth experimental
investigation of the considered 802.11 devices. For space
reasons, all the measurements presented here are for the
devices operating under the infrastructure mode; however,
we verified that the devices show a very similar behavior
when operating under the ad-hoc and monitor modes.

A pre-requirement for characterization of 802.11 devices
consists in quantifying their “baseline” power consumption,
i.e., when the devices neither send nor receive traffic. Ta-
ble Rlreports measurements for the Soekris platform in three
“baseline” configurations. Note that plugging the wireless
card (“WiF1i off”) increases consumption by 0.29 W (+12.6%),
whereas loading the driver and associating to an AP (“Idle”)
further increases the consumption by 0.98 W, indeed an ex-
tra 25% increment. The power consumed in the “Idle” state,
named p;q, will be used as baseline reference in what follows.

4.1 Understanding transmission costs

Results in this section aim at characterizing the energy
cost of transmissions, and providing our best effort to ac-

"From the experiments conducted in this paper, we con-
firmed that the maximum difference observed between our
measurements and the proposed model matches the mea-
surement inaccuracy predicted, which validates the results
of this section.

8The reason for using K = 3 in the latter case is that 802.11g
only allows 3 non-interfering channels.
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curately explain and justify the relevant findings. For this
reason, in the remainder of this section, results are obtained
for unicast unacknowledged frames, so as to avoid biasing re-
sults with the cost of ACK reception (separately quantified
later on). ACKs have been disabled by setting the noack-
policy bit of the WMM parameters for the Access Point
parameter set: this introduces an Information Element in
beacon frames that prevents associated stations from reply-
ing with ACKs (confirmed by sniffed traces). Unless oth-
erwise specified, each result is obtained by measuring the
power consumption over a 20 seconds experiment.

Transmission power consumption patterns

A large number of total device power consumption mea-
surements have been carried out, spanning several combi-
nations of four quantities/parameters: (i) frame size L in
the range 100 to 1500 bytes, (i¢) modulation and coding
schemes (MCS € {6, 12, 24, 48} Mbps), (i) configured
transmission power] (txpower € {6, 9, 12, 15} dBm), and
(#v) frame generation rate Ay, up to 2000 frames per second
(fps).

It turns out that the most insightful way to represent such
results is via power/airtime plots, shown in Fig. Since
these results appear crucial, we repeated them for all the
three platforms (Soekris in Fig. [la, Alix in Fig. b, and
Linksys in Fig. [[lc), adapting when needed the parameters
(for instance, the very cheap Linksys device cannot sustain
a load greater than about a thousand fps). Such plots report
the average power consumed by the whole device, versus the
percentage T¢, of channel airtime, computed as

(1

where Ay is the frame generation rate, and Tt = Tprcp +
(H + L)/MCS is the time required to transmit a frame
of size L using the modulation and coding scheme MCS,
duly accounting for the Physical Layer Convergence Pro-
tocol preamble Tprcp, and the MAC overhead H (MAC
header plus FCS). For reference purposes, the plots also re-
port the baseline power consumption p;q when the target
device is in “Idle” state.

Besides the quantitative differences among the considered
platforms, these plots provide compelling evidence that the
total device power consumption, denoted P, appears artic-
ulated into three main components

P = pia + Pic + Pag(Ag), (2)

9We have selected four values within the range of allowed
transmission power values, which goes from 5 to 15 dBm.
19The values shown in the figures are the result of applying a
simple linear regression to the measurements and computing
their standard asymptotic error [26].

"The good match between the experimental figures and
equation [2] is confirmed in Fig. [0l in which the values pre-
dicted by the equation are plotted using lines.

Ttx = )\gTL7
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Figure 2: Relation between P:4(\g) and A,. ality constant, it appears that 7., is the enery toll associ-
ated to the processing of each individual frame, irrespective
N of its size or radio transmission parameters. Note that this
where:

e The first component, p;q, is the (platform-specific) base-
line power consumption;

The second component, P, is the classical one in

traditional energy consumption models, which linearly

grows with the airtime percentage 7¢, i.e., Pia = ptaTte-
The slope pt, depends on the target platform and on

the radio transmission parameters MCS and txpower:

the greater the MCS and/or the txpower, the greater

the slope;

The third component, Prq(Ag), accounts for the fact

that the above linear trend does not start from the

baseline power consumption level p;4, but rather starts

from a relatively large positive offset (e.g., in the Soekris
case, +12% and +35% increment over the baseline

level p;q for 400 and 1200 fps, respectively); offset

which is not accounted by classical energy models [T}

9, [11) 12 [15,[17,23,[30,40]. Moreover, Fig. [l suggests

that such component depends only on the frame gen-

eration rate 4.

Per-frame processing toll

To more closely investigate the nature of such emerging
power consumption offset Pyq()g), Fig. Bl plots its value ob-
tained from several measurements taken for different con-
figuration of the NIC parameters (MCS, txpower) over the
Soekris platform (results are qualitatively analogous for the
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energy toll is not associated to protocol operations such as
RTS/CTS or ACKs, indeed disabled in such experiments.

Cross-factor

To grasp deeper insights on the reasons behind such a per-
frame energy toll 744, (named cross-factor, for reasons that
will become clear throughout this section), we have engi-
neered tailored measurements on the Soekris platform, de-
vised to quantify how this energy toll splits across the frame
processing chain along the protocol-implementation stack
(roughly) depicted in Fig. Bl

Specifically, we have run three sets of experiments, where
we discard packets at a given level of the stack and we mea-
sure the relevant power consumed up to that level:

e App. - packets are regularly generated by mgen, but
are discarded before being delivered to the OS, i.e., at
the mark (a) in Fig. Bl by sending them to the “sink
device” (/dev/null);

TCP/IP - packets are discarded at the bottom of the
TCP/IP stack (mark (b) in Fig. @), by deactivating
the ARP lookup function, so that the device cannot
retrieve the MAC destination from the ARP cache and
therefore must drop the frame;

processing (mark (¢) in Fig. ), by commenting the
hardstart command which performs the actual deliv-
ery of the frame to the NIC.

Driver - packets are discarded after the MadWifi driver’s
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Figure 4: Per-frame energy cost in transmission.

Representative measurements (energy per frame) are shown
in Fig. 4] along with the total energy consumption per prop-
erly transmitted frame (‘Total’) and the values predicted by
applying equation 2] (‘Model’).

The figure clearly shows that the energy toll due to frame
processing is practically independent of the frame genera-
tion rate and the frame size. Moreover, it shows that the
energy consumed while crossing the host device stack (i.e.,
up to the driver included) is substantial, around 0.75 mJ per
frame, and may become the major energy cost in several
scenarios (e.g., short packets and/or large MCS - in essence
short airtime).

Finally, even if direct measurements were not technically
attainable below the driver level, Fig. [ permits to deter-
mine that a further constant per-frame energy drain occurs
at the driver-to-NIC interface level and/or below. Its quan-
tification may be estimated by analyzing the energy con-
sumed with very short packets and large MCS, being wireless
transmission cost marginal in this case (very small airtime).
Summarizing, for a Soekris device, the cross-factor coeffi-
cient amounts to about 0.93 mJ. Such per-frame processing
cost appears to roughly split as follows: 24% application;
33% TCP/IP stack, 21% driver, and 22% NIC.

The above results clearly show that the energy toll is
caused by the frame processing at the different layers of
the protocol stack, which depends on the operating system
implementation. To gain insight into the impact of the OS
on the cross-factor, we evaluated the energy consumption of
Soekris devices running OpenBSD. The measurements ob-
tained confirm that the qualitative behavior with OpenBSD
is the same as with Linux, and show that the cross-factor is
of the same order for both operating systems (1.27 mJ for
OpenBSD and 0.93 mJ for Linux).

A key result from the above is that the the energy toll is
independent of the frame size. To better understand the rea-
sons for this, we conducted some tailored experiments with
applications that perform memory and CPU operations with
data elements of different sizes, and observed that the result-
ing energy consumption is largely independent of the size of
the data elements involved. This explains why the energy
consumed in crossing the stack, which involves similar types
of operations, is agnostic of the frame size.
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Figure 5: Impact of retransmissions on the power
consumption.

Retransmissions

Intuitively, retransmissions at the MAC layer, e.g. after
a failed transmission, should not be affected by the cross-
factor toll. This can be verified by provisionally assuming
that this is the case, i.e., modeling retransmission cost as
purely due to the over the air transmission cost component,
and then checking whether the resulting model matches ex-
perimental measurements.

Along this line, let Pretr be the power drained by retrans-
missions, and assume that

®3)

where R is the number of retransmissions. Then, the total
power consumed by packets retransmitted R times is readily
obtained as the baseline component p;4 plus:

Prg(Ng) + Piw + Preta, (4)

where the first addendum is the per-frame processing toll
(paid once), the second addendum is the power consumed
by the very first transmission, and the last addendum is the
extra retransmission cost as per ([B)). Fig. Bl compares the
modeling prediction {]) with the power (additional to the
baseline component p;q) consumed by a device configured
to send 1400 B UDP frames generated at a rate of 80 fps
to fake addresses (to prevent the reception of ACKs). The
number of allotted retransmissions R (configured via the
ah_setupTxDesc driver’s descriptor) was varied from 0 to 5,
and, for simplicity (i.e., to avoid the need to non trivially
configure the driver so as to prevent MCS downgrade in
front of persistent losses), frames were transmitted over the
wireless channel using the 6 Mbps basic MCS. As shown
in Fig. Bl theoretical results tightly match the experimental
measurements, thus confirming that the cross-factor has (if
any) negligible impact on retransmission.

Pretz = R - PtaTte = R- ptz)\gTL.

4.2 Reception power consumption analysis

The analysis of the power consumption of the device while
receiving frames is somewhat dual to that carried out in
depth for the previous transmission case, hence may be dealt
with much faster. We use the same configurations of MCS
and txpower as in Section 1] (ACK disabled as well), with
different combinations of the frame length L and frame re-
ception rate Ar. The resulting power/airtime plot is shown
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Figure 6: Power consumed by (unacknowledged) re-
ception versus airtime.

in Fig. [6] (Soekris device), airtime now given by 7r» = A\ TL.
The txpower parameter is not shown, as it does not affect
the power consumption (as indeed well known from [I4]).

Fig. [6] exhibits the same qualitative pattern found in the
transmission scenario. The increment of the power consump-
tion over p;q is composed of two components: a first one lin-
ear with the airtime and accounting for the power required
to receive frames, P, (indeed in line with traditional en-
ergy models), and a second one proportional to the number
of frames received and accounting for the cross-factor energy
toll, Pyr(Ar). The total power consumption at the receiving
side is thus:

P= pid + Pz + Prr ()\'r) = pPid t+ PraTra + Ar’Yz'r, (5)

where 74 is the cross-factor in reception, i.e., the per-packet
processing toll to deliver the received frame across the pro-
tocol stack, and pr;7ro is the traditional reception cost pro-
portional to the airtime. Again, Fig. [6] confirms that results
from the above equation (lines) closely match the experi-
mental measurements (symbols).

4.3 Characterization of additional aspects

To complete our anatomy, it remains to characterize the
additional power consumed for sending/receiving acknowl-
edgments (both the previous sections have considered unac-
knowledged operation), and the power consumption experi-
enced while overhearing a collision.

ACKs and other control frames

Since ACK frames, like retransmissions, do not have to cross
the stack but are internally generated by the NIC, we assume
that their power consumption can be characterized by just
the cost of the relevant ACK transmission or reception. Un-
der such assumption, the power consumed for replying with
ACKs to received frames (arriving at rate A,) is trivially
given by

(6)

where Tack, = Trrecp + ACK/MCSc is the time required
to transmit an ACK frame, i.e., a PLCP preamble plus the
14B ACK frame transmitted at the modulation and coding
scheme MCSc configured for control traffic. Similarly, the

Pt;v,Ack = pthrTAcky
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Figure 7: Impact of ACKs on reception.

power consumed to receive an ACK is readily computed as

(7)

For space reasons, we show in Fig.[f]the experimental valida-
tion for the ACK transmission case, only. Such experimental
results, obtained with A\, = 1000 fps, confirm that the mea-
surements match the results predicted by the model, which
includes the energy consumed by the reception of frames
(Pzr + Pyr) and the transmission of the ACKs (Piy, ack)-

We also verified that other control frames that do not
cross the stack, such the RTS and CTS frames, show the
same behavior and their consumption is given by the cost
of the corresponding transmission or reception only (results
are not shown for space reasons).

Prx,Ack = prmAgTAck~

Collisions and other transmissions

At last, we analyze the impact on the energy consumption
in reception when the medium is occupied by collisions or
by transmissions addressed to another device (i.e., sent to
another MAC address).

To analyze the energy consumed by collisions, we config-
ured a communication between two nodes and set up another
node to act as interferer. This interferer was implemented
by setting the carrier sense threshold at the highest value,
which practically results in no carrier sensing, and using
the lowest values for the CW, SIFS and MCS parame-
ters while deactivating the use of ACKs. In order to control
the amount of time the interferer was sending data (i.e., the
‘interference rate’), we used the quiet element option to si-
lence the interface for a given amount of time every beacon
period. Prior to our measurements, we performed extensive
tests using different configurations of the txpower parame-
ter and varying the relative physical location of the devices,
to have a configuration in which simultaneous transmissions
resulted in all frames being lost (i.e., no capture effect).

We present in Table [3] the main results from our analysis,
namely, (i) power consumed in reception depends exclusively
on the traffic actually received (see, e.g., when the interfer-
ence rate goes from 0% to 50%), and (i¢) collisions have the
same impact as an idle medium (e.g., the cases with 100%
interference rate coincides with p;4). Based on this, we con-
clude that collisions have no practical impact on the energy
consumption at the receiver (for the transmitter, they have
already been modeled in our analysis of retransmissions).



Table 3: Impact of collisions on reception.

[ Sent | Int. Rate | Received [ Meas. | Model |
1.2 Mbps 0% [ 1.2 Mbps 3.67 3.68
2.4 Mbps 50% | 1.2 Mbps 3.67 3.68
2.4 Mbps 100% 0 Mbps 3.56 3.56
2.4 Mbps 0% | 2.4 Mbps 3.80 3.81
4.8 Mbps 50% | 2.4 Mbps 3.80 3.81
4.8 Mbps 100% 0 Mbps 3.56 3.56

To analyze the impact of the transmissions addressed to
another station, we configured a communication between
two nodes and measured the energy consumption at a third
node that was in the transmission range of this communica-
tion. We observed that the energy consumed by this node
was the same as if the medium was idle, which confirms that
transmissions addressed to other stations practically do not
consume energy. This is in agreement with our previous re-
sults: according to (), the energy cost of listening to the
PLCP plus headers is only 38 pJ/frame (for 6 Mbps MCS),
which has practically no impact on the overall consumption.

S. ENERGY CONSUMPTION MODEL

The complete model

Based on the results obtained in the previous section, we
now build the complete model for the power consumption of
802.11 devices. Summarizing our findings of ({I)—(@), we have
that the power consumed by an 802.11 device consists of the
following components: () the idle consumption, p;q4, (i) the
cross-factor for the packets generated by the application,
Pyg, (i17) the power required to transmit them, Pz, (vi) the
power consumed in retransmissions, Pretz, (v) the power
spent in receiving frames, Pr5, (vi) the cross-factor for the
received frames, Py, and (vii) the power spent on sending
and receiving ACK frames, Pr; ack and Pig ack:

P = pid+Ptz +Pzg+P'reta:+PT1+PIT+Prx,Ack+Ptac,Ack~

(8)

By substituting the expressions obtained in the previous

section for all the above components and regrouping the
terms, we obtain:

P pid + ptm()\gTL + )\gTLR + )\T‘TAck)
+ Prz ()\T‘TL + )\gTAck) + ’ng)\g + ’Yam‘)\r- (9)
By taking into account that A\;T7, + AgTi R + A\rTack cor-
responds to the transmission airtime percentage 7., and

ArTL4+AgT ack to reception airtime percentage 7., the above
equation can be rewritten as:

P= Pid + PtxTtx + PrzTra + 'Ya:g)\g + ’Va:r)\r. (10)

The above expression gives the model for the power con-
sumption of an 802.11 device that we propose in this paper.
As already mentioned in the previous section, the key differ-
ence between the above model and the ‘traditional’ one used
in many previous works [7}[9][1T}12][I5}17,23}[30,40] is that
the traditional model only includes the first three compo-
nents (namely p;d, ptaTee and pry7Trz) while our model adds
to these three components two additional ones (yzrAr and
YzgAg). As shown by our measurements, these two addi-
tional components account for a very significant portion of
the power consumption, which renders the traditional model
highly inaccurate.
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Figure 8: Model validation with multiple stations.

Out of the 9 variables in (I0)), 5 are constant parameters
that depend on the device and the configuration of its com-
munication parameters (pid, Pz, Pra, Yor a0nd Yzg), while the
other 4 parameters are variables that depend on the num-
ber of stations in the WLAN and their traffic generation
behavior (Tz, Tre, Ar and Ag). In the following, we charac-
terize the 5 constant parameters that determine the power
consumption of the considered 802.11 devices for different
values of MC'S and txpower. To obtain these parameters,
we use the expressions for the simple linear regression and
the standard asymptotic error [26]. Following this, we ob-
tain the numerical values given in Tables [ Bl and [G] for the
parameters that characterize the energy consumption of the
Soekris, the Linksys and the Alix devices, respectively.

Model Validation

To validate our model in a general scenario with multiple
sending and receiving stations, we consider a WLAN with
one AP and three stations. Each station generates unicast
traffic to the AP at a rate GG, while the AP sends unicast traf-
fic at the same rate G to each station. To apply the model
of (EIZII), we need to obtain the parameters 7¢z, 7rz, Ar and
Ag. These can be obtained from typical statistics recorded
by the wireless driver, namely, number of generated frames
(Ng), successful frames (N ), transmissions attempts (Nat),
and received frames (Ny;). With these, if the experiment is
run for a duration of T'; Ay and A, are computed as

ra /T (11)

To compute 7¢, we account for all transmission attempts
of the device plus the time spent sending the Acks, i.e.,

Ag = Ng/T7 Ar =

Ttz = (NatTL + N'rzTAck)/T~ (12)

Similarly, to compute 7., we need to take into account the
frames and the Acks received,

Tre = (NracTL + NtacTack)/T~ (13)

We compare the results given by our model against those
obtained from measurements. Fig. [§ depicts these results
for various combinations of L and MCS, sweeping along
different traffic generation rates G in the x axis. We conclude
from the figure that the proposed model is able to accurately
predict the power consumption in a general scenario.



Table 4: Parametrization of the power consumption model for the Soekris device.

[ MCS | 6 Mbps | 12 Mbps | 24 Mbps | 48 Mbps |
[ pra (W) | 016+8% [027+£5.6% | 06+11% | 1.14£3.5% |
6 dBm | 0562 £3.1% [ 0.55 £4.6% [ 0.81 £5.3% | 1.2+ 1.6%
(W) 9dBm | 0.57 £2.1% | 0.59 £ 1.8% | 0.88 +2.3% | 1.24 +2.7%
pte 12dBm | 0.70 £ 1.7% | 0.73 +£2.2% | 1.02 +2.8% | 1.37 £ 3.1%
15 dBm | 0.86 £2.2% | 0.89 +2.3% | 1.17+2.5% | 1.58 +3.3%
[Dia (W) [ 3.56 £ 1.7% || Yog (md) [ 0.93 £ 1.2% || Yar (mJ) ] 0.93 £2.2% |

Table 5: Parametrization of the power consumption model for the Linksys device.

[ MCS | 6 Mbps | 12 Mbps | 24 Mbps | 48 Mbps |
[prz (W) [ 0.19 £5.3% | 0.29 £3.4% | 0.53 £2.3% | 0.74 £ 4.4% |
6dBm | 0.70 £ 1.1% | 0.72 £2.2% | 0.75 £2.0% | 0.81 £3.7%
(W) 9 dBm | 0.77 +1.4% | 0.81 +2.6% | 0.84 +2.3% | 0.88 4+ 3.4%
Ptz 12 dBm | 0.84 +1.2% | 0.85 +1.5% | 0.92 +2.4% | 0.99 + 4.0%
15 dBm | 0.974+0.9% | 1.0+1.5% | 1.04 +2.1% | 1.08 +3.7%
[pia W) [ 273 F0.4% [[ 72y (mJ) ] 0.46 £3.3% [[ ver (mJ) | 0.43 £ 4.2% |

Table 6: Parametrization of the power consumption model for the Alix device.

[ MCS | 6 Mbps | 12 Mbps | 24 Mbps | 48 Mbps |
[pre (W) [0.24 £4.2% [ 0.27 £3.7% | 0.31 £6.4% | 0.44 £ 6.8% ]
6dBm | 0.27 £74% | 033 £9.1% | 0.35 £ 11.4% | 0.38 £ 5.2%
(W) 9 dBm | 0.30 +6.7% | 0.35 £8.6% | 0.36 +11.1% | 0.39 + 5.3%
P 12dBm | 0.35+5.7% | 0.38+£7.9% | 0.39+7.7% | 0.43 +7.0%
15dBm | 04475% | 044 +6.8% | 0.45+8.9% | 0.46 +8.7%
[pia (W) [ 368 £0.5% || Yag (mJ) [ 011 E£7.6% ]| Yor (mJ) | 0.09 £8.5% ]

IMPLICATIONS ON DESIGN

The new energy consumption insight gathered in this pa-
per may have significant implications on the design of energy-
efficient mechanisms. On the one hand, existing schemes
may need to be revisited so as to properly account for the
impact of the cross-factor component. Indeed, according to
traditional power consumption models (i.e., only baseline
component plus a toll proportional to the airtime), mech-
anisms yielding shorter airtimes would surely bring about
energy gains. With the cross factor, this might not be any-
more the case, when the power savings attained at the radio
interface are paid with an increased frame handling and its
associated (non marginal) power consumption. On the other
hand, the gained knowledge that a frame crossing the stack
brings about a fized penalty unrelated to the frame size may
be exploited to devise techniques to awoid or reduce such
energy toll.

In the following, with no pretense of completeness, we
present quantitative examples that show how our new in-
sights may affect existing energy efficient mechanisms as well
as inspire novel approaches.

6.

6.1 Reconsidering existing schemes

Packet relaying

Packet relaying in WLANSs is commonly used to improve
performance [6] and energy efficiency [19]. The rationale is
that the use of a relay permits shorter transmission times,
which compensate the impact of the extra number of hops,
introducing a net gain. However, classical energy-efficiency
analyses do not balance the airtime energy saving with the
energy drain introduced by the additional frame processing,
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a penalty which may fundamentally affect the relevant con-
clusions.

To quantitatively support this claim, we deployed a two-
hop scenario comprising three nodes (sender, relay and re-
ceiver), and compared the power consumption in two differ-
ent configurations (M C'S chosen as in [6]): (7) traffic directly
sent to the receiver (1-hop, at 6 Mbps), and (i) relay node
used (2-hops, both at 48 Mbps). Traffic is generated at a
rate of Ay = 400 fps with different frame sizes L, and packet
forwarding in the relay is performed at the routing layer. In
both configurations, the relay node is always active[:]

Three types of results are shown in Fig. (i) exper-
imental measurements, (ii) theoretical predictions using a
traditional model that neglects the impact of crossing the
protocol stack (‘old’), and (z4z) predictions using the model
presented in this paper (‘new’), with a cross-factor of 0.8 mJ
at the relay to capture the cost of forwarding a packet at the
routing layer.

Not (anymore) surprisingly, results for the two models are
qualitatively different. According to the traditional model,
packet relaying always provides a gain, since the energy con-
sumption of the 2-hops case is always smaller than that of
the 1-hop case. In contrast, according to the actual mea-
surements and our model, we only gain from using the relay
when packets are sufficiently long (i.e., when the airtime cost
becomes dominant over the cross-factor penalty).

Multicasting in WLAN

In order to multicast a packet stream from an AP to N
stations in a WLAN, two alternatives are possible: (i) an
application layer multicast (ALM) service [20], and (¢) the

12T most of the analyses on energy efficiency of relaying, the
relay does not use the “sleep mode” (see e.g. [191[30]).
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Figure 9: Revisiting previous schemes under the new model.

Direct Multicast Service (DMS), part of the 802.11aa stan-
dard 4] In the first case, the application generates each
frame for each destination; in the second case, the MAC
layer takes care of replicating the frame for each station
subscribed to the multicast group.

Both approaches generate the same traffic over the air.
Thus, according to the traditional model they should con-
sume the same energy, whereas we expect DMS to be sig-
nificantly more energy efficient, since less frames cross the
protocol stack.

Indeed, we have experimentally verified this claim by de-
ploying both techniques in a WLAN testbed, and by measur-
ing the relevant power consumption of the AP. The exper-
imental settings are: MCS = 48 Mbps, L = 1000 B, A\, =
200 fps and a varying number of stations N. Fig. shows
that measurements well match the model predictionsE More
interestingly, results show that DMS can save up to 25% (1.5
W) of the total power consumption (i.e., as much as 60% of
the consumption over the baseline energy cost p;q) with re-
spect to ALM for N = 10.

Data compression in multi-hop networks

In wireless multi-hop networks, data compression at inter-
mediary nodes has been proposed to reduce the information
relayed to the next hop [Bl[35]. According to traditional en-
ergy models, this operation surely saves energy, whereas our
new energy consumption insights suggest that this may not
be always true.

To analyze this, we used a three-node testbed consisting
of a source, a sink and a relay, all using MCS = 48 Mbps.
The source node generates 500-byte packets at 1200 fps and
sends them to the relay. The relay runs an application that
receives these packets, and emulates compression by for-
warding 1 frame for every m frames received. Thus, our
experiments do not capture the processing toll of the com-
pression, and hence results reflect the best possible case for
the performance of this compression scheme.

Fig. shows total power consumption results (experi-
mental ones, as well as predictions from old and new energy
model), for different values of the compression ratio m, when

13Both alternatives apply to traffic generated by a station
as well as by a sender in the Internet; in the latter case,
the traffic reaches the AP, which uses these techniques to
multicast the traffic in the WLAN.

14The model accounts for a cross-factor of 0.75 mJ to reach
the MAC and of 0.18 mJ from the MAC to the wireless card.
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data is compressed (and forwarded) at the application layer.
These results are compared against the case where data is
not compressed at the relay node but simply forwarded to-
wards the sink at the routing layer.

As anticipated, the old model (top curve) predicts that
compression is always advantageous. However, experimen-
tal results, matched by the new model predictions (bottom
curve) show that data compression does not provide any
gain in terms of energy consumption, not even for compres-
sion rates as high as 10. The reason is that the energy
gain resulting from the data compression is outweighted by
the extra cost of handling the packets at the application
layer (cross-factor of 0.93 mJ for sending and 0.93 mJ for
receiving) instead of the routing layer (cross-factor of 0.8 mJ
for forwarding). This example thus shows that mechanisms
devised on the basis of traditional energy models may not
only fail to provide the expected energy gains but may even
worsen the actual energy consumption.

6.2 Novel ways to tackle energy efficiency

Packet Batching

As emerged in our work, energy consumption across the pro-
tocol stack relates to the handling of frame wnits, and is
practically independent of the frame size. This suggests a
straightforward energy saving strategy: batch packets into
bundles at the highest suitable layer for a considered sce-
nario, deliver the bundle across the stack, thus paying the
energy price associated to a single unit, and then restore
the original frames as late as possible down the stack. Un-
like previous aggregation schemes for wireless networks, this
mechanism (z) does not change the packets that are actually
sent, but only modifies the way they are handled within the
device [21], and (i¢) does not save energy by reducing the
cumulative tail energy consumed as a result of lingering in
high power states after completing a transmission [81[29].

We quantified the attainable energy savings by imple-
menting the scheme depicted in Fig. [[0] which consists of
(7) an “aggregator” at the application layer, which waits for
n packets to generate a bundle and pass it to the TCP/IP
stack, and (i¢) a “de-aggregator” at the wireless driver, which
splits the bundle back into the original frames. Experi-
mental measurements are reported in Fig. [[1] for 100 bytes
packets, bundled up to an “aggregation factor” n 10,
and for various (application layer) frame generation rates
Ag. Frames are transmitted over the wireless channel at
MCS = 48 Mbps.
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Results shown in Fig.[[Tlhave a twofold implication. First,
they provide further evidence that the cross-factor toll is
practically independent of the frame size: the model matches
well the measurements, and the use of an n-bundle reduces
the energy toll above the driver by n. Second, energy savings
are notable: with 1000 fps, an aggregation factor of 10 yields
a saving of almost 0.8 W, and even the aggregation of just
two packets may yield considerable savings (e.g., from 4.5 W
to 4.15 W).

Obviously, casting the above described scheme into tar-
get applications (or even more general frameworks) is not
straightforward /=2 and is out of the scope of this paper. Nev-
ertheless, the above results suggest that such effort may be
rewarded with notable energy saving.

Raw sockets

Since energy is consumed while crossing each layer of the
protocol stack, another way to reduce energy consumption
is to skip layers when they are not strictly necessary (e.g.,
in direct host-to-host wireless communication). To quantify
the relevant gains, we have implemented an application that
uses raw sockets, thus skipping the TCP/IP OS stack. Ta-
ble[7compares the power consumed using raw sockets (‘raw’)
versus that consumed by using standard sockets (‘UDP’),
and reports the difference (‘A’), for different configurations
of L, MCS and A,.

Results show that the cross-factor can be reduced by ap-
prox. 0.2 mJ when skipping the TCP/IP layer, in line with
the results of Fig. @ This suggests to application develop-
ers with severe energy concerns that an extra development
effort to avoid an unnecessary protocol stack is worth.

5Further technical problems must be dealt with, including
the interaction with the TCP/IP protocol stack (e.g., if the
target application requires data to be delivered as indepen-
dent TCP/IP packets) and the application’s requirements
(e.g., the target application scenario must tolerate the extra
batching delay introduced).
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Table 7: Impact of using raw sockets.

Power (W)
MCS|L(B)| fps| raw | UDP | A A/fps
6 Mbps | 1000 | 0.5k [ 4.26 | 4.35 ] 0.09 | 0.19 mJ
12 Mbps 500 1k [ 4.50 | 4.69 | 0.19 | 0.19 mJ
24 Mbps 100 2k | 5.05 | 548 [ 0.43 | 0.21 mJ
48 Mbps 100 2k | 5.03 | 5.44 [ 0.41 | 0.20 mJ

7. CONCLUSIONS

In this paper, we have conducted a thorough measurement
analysis of the power consumption of 802.11 devices that,
in contrast to previous works, provides a detailed anatomy
of the per-packet consumption and characterizes the total
consumption of the device, and not only of its wireless in-
terface. Our analysis is, to the best of our knowledge, the
first one to reveal that a substantial fraction of energy is
consumed when packets cross the protocols stack (the cross-
factor). While other platforms than the ones analyzed (like
e.g. mobile devices) may present quantitatively different re-
sults, our analysis shows that the cross-factor is likely to
be substantial and cannot be neglected. Based on our find-
ings, we have proposed a convenient energy consumption
model that accurately predicts the power consumption of
WLAN devices. We have shown that some schemes tar-
geting energy efficiency may not provide the expected gains,
and even worsen performance, when the cross-factor is taken
into account. We have further shown some illustrative ex-
amples where the understanding gained with our analysis
can be used to devise novel algorithms that save energy by
reducing the cross factor, either by bundling packets, skip-
ping parts of the protocol stack, or operating at the MAC
layer. The lessons learned from these experiments provide
some guidelines for applications developers pursuing energy-
efficient operation in WLANSs.
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