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Abstract— One of the most challenging issues in Unstructured
Peer-to-Peer (P2P) network is to efficiently locate information
resources. In this paper we propose a novel concept in which
peers exploit social relations in order to improve the search
success rate. In social networks, people can directly contact
acquaintances that have knowledge about the resources they are
looking for. However, peers lack these capabilities in a P2P
network. We can find different searching mechanism such as
flooding, which drastically increases the communication
overhead, or random walk (RW) that reduces the message
overhead, but since it is a blind sequential search it may take a
long time to route a query. In front of this we have proposed a
two-hop algorithm that incorporates the social behaviors of peers
and processes queries more efficiently [2]. However, there is a
strict limitation that the recommended nodes must always have
the query resources. In this paper, we propose a one-hop
algorithm that uses social behavior patterns. In the proposed
algorithm peers establish friendship relations and learn from
past experiences to recommend suitable peers that will route
queries in an efficient manner. The simulation results show that
the proposed one-hop algorithm provides better average success
rates compared to both the random walk algorithm and the two-
hop algorithm by reducing the search to only one logical hop. In
addition, our proposal minimizes the required network memory
space by limiting the query record, useful friends and resources
at each node in the one-hop algorithm.
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I. INTRODUCTION

P2P systems have become very popular over the past
decade. Several applications make use of P2P principles,
among these are some of the most widely-used applications on
the Internet, e.g. Skype, BitTorrent, etc. However, many
challenging issues remain to be addressed in P2P networks.
One of the most challenging problems is to develop efficient
resource discovery algorithms [4, 6], as there is no central
entity from which information about resources can be
obtained. Several studies have attempted to address this issue
in P2P networks, as it promises multiple rewards [1, 6, and 3].

This paper proposes to incorporate social information
within the peers to achieve enhanced content discovery
algorithms. In particular, we propose a one-hop algorithm to
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improve searching for resources in unstructured P2P networks,
and compare it with the two-hop algorithm [2] and with the
random walk algorithm presented in [10].

The rest of this paper is organized as follows. The next
section provides the background and some related work. The
proposed resource search algorithm is presented in section III,
followed by its performance evaluation and comparison with
two other algorithms in section IV. We end the paper with
conclusion and recommendations for future work in Section V.

II. BACKGROUND AND RELATED WORK

Flooding is a traditional resource location method in
unstructured P2P networks. For instance in Gnutella, a peer
searching for a resource floods a query to all its neighbouring
peers, who in turn will forward it to their neighbours until the
query has travelled a certain radius. It is a simple and robust
method, even with peers joining and leaving the system, but it
is not scalable [6]. Random walk, in which only few query
messages are generated, is an improvement over the flooding
technique [7].

The social-P2P algorithm, introduced in [7] for resource
discovery, is based on using the social behaviours of people in
social networks. In this algorithm, peer nodes with the same
interests will be connected to new peers as peers learn from
past experiences. The interest-based shortcut is a search
algorithm based on the principle of interest-based locality,
which states that peers with similar interests are likely to have
resources that will be needed by each other [3]. The interest-
based shortcuts algorithm improves the basic search algorithm,
significantly reducing the amount of network traffic compared
to Gnutella. Authors in [2] propose a two-hop resource
discovery algorithm by using people’s social patterns. In this
algorithm, directed interest links are created between peers
with similar interests. The peer that requests a resource and
the peer that replies to the query learn that they have a similar
interest and thus a directed link is created from the former to a
latter. Peers develop friendships with peers having similar
interests. If a peer does not have the requested resource, it
keeps a record of the query in its memory. Learning the
interests of other peers in the network is a gradual process.
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There is still room to further improve these search
algorithms. For example, decreasing the number of search
hops, minimizing the required network storage space and
enhancing network scalability are just three of the issues that
motivate us to work towards the improvement of search
algorithms in P2P networks.

II1. PROPOSED RESOURCE SEARCH ALGORITHM

Studying existing search algorithms motivated us to work
towards optimizing two areas: reduce query path length to
find a resource and minimize memory space utilization,
Therefore, the final objective of this work is to improve the
resource search mechanisms in P2P networks to achieve a
high success rate with low overhead, reducing delay in the
network and minimizing the required memory space.

This paper proposes a one-hop algorithm that takes
advantage of social patterns to improve resource searches in
unstructured P2P networks. Each peer develops friendships
with peers with which it shares similar interests, increasing the
useful value of a friend/peer each time that peer provides a
resource. The peers learn from past experiences to route their
queries more and more efficiently. The longer a peer stays in
the network, the more queries it will receive and route, thus
more network knowledge it will captures, and thus, it will be
able to better help others by recommending those peers that
had looked for the same resources, thereby reducing the
network traffic and increasing the average success rate.

A one-hop algorithm implies that, in order to search a
resource, a query is transmitted to nodes that are one hop
away. One hop refers to one logical hop, which means a query
may have to be transmitted across multiple physical nodes. In
the two-hop and random walk algorithms a query can be
transmitted to TM nodes, being TN is the total number of
nodes in the network and TM<TN. The Average Success Rate
(ASR) of a query is greater in the two-hop algorithm than the
random walk algorithm [10]. In the two-hop algorithm, a
query is first transmitted to TM/2 selected neighbours and/or
useful friends, and each of them can forward the query to one
of its neighbours and/or useful friends, as shown in Figure 1.a.
In the random walk algorithm, a query is transmitted to TM
nodes sequentially as shown in Figure 1.(b).

The concept behind the proposed one-hop algorithm is to
modify these two search mechanisms to obtain a purely
parallel search, as shown in Figure 1.(c), reducing the path
length from query-to-resource to one logical hop and thereby
improving the search time and network traffic compared to the
two-hop and the random walk algorithms.

Fig. 1. (a): Two-hop algorithm [2], (b): Random walk algorithm [10]
(c): One-hop algorithm

In our approach, Ni refers to node i where i is an integer
and can take any value from 1 to TN, Rj is used to name
resource j where j can take any value from 1 to TR (total
number of resources) and Qk refers to query k that can take
any value from 1 to TQ (total queries in the network). To
illustrate the algorithm operations we consider the following
sequence of events. Initially, the useful friend list and the
query record of each node are empty, as shown in figure 2.

|:|Query record
[ Usefu friend

Initial link

New link

Fig. 2. Resource distribution in initial network and updated UF and QRs

Let us consider TM=2 and the following queries {1}: Q1
(N1, R8), {2}: Q2 (N4, R8), {3}: Q3 (N3, R8). In query {1},
N1 is searching for R8 and it sends query messages to N2 and
N3. N1 gets R8 from N2; its resource is updated such that N1
now has R1 and R8. N1 also updates its useful friends list
where it gives the useful value of 1 to N2. At the same time,
N3 does not have RS, so it updates its query record that N1
was looking for RS8. In query {2}, N4 is searching for R8. As
shown in Figure 2, its useful friends list and its query record
are empty, and it has only resource, R2. N4 can send query
messages to two nodes, which it randomly selects from N3,
N5 and N10. We assume N3 and N5 are selected. N4 gets RS
from N5, adds R8 to its resource list and updates its useful
friends list, giving N5 the value of 1. At the same time, N3
responds that N1 had previously looked for R8. So, N4
establishes a logical link with N1 since it is more than one hop
away and receives R8 from N1. N4 also makes N1 a useful
friend since it received R8 from N1. N4 receives R8 from both
N5 and NI1. However, N4 saves only one copy of RS in its
resource list. In query {3}, N3 is looking for RS. It finds from
its query record the recommended node (RNs) of N1 then
establishes a link with N1 as a recommended node for N3 and
gets R8 from N1. It updates its resource and useful friend (UF)
lists as shown in figure 2.

The flowchart of the one-hop algorithm is shown in figure
3. When a query node (QN) initiates a query, it can follow
three different search mechanisms: Recommended Node
Based Search (RBS), Useful Friend Based Search (UBS) and
Neighbour Based Search (NBS). A query node initially begins
a search using RBS. If it has a record in its query record that
shows that the resource it is searching for had been searched
for by some other nodes, it receives the resource from one of
those nodes, i.e. the recommended nodes. If there is no
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recommended node in its query record, it starts the UBS. If a
node does not receive the resource from either an RBS or a
UBS, it sends the query to TM neighbours to begin NBS. We
assume there is a central server that contains all the resources
in the network. It is only used if the query node cannot receive
the query resource from the network; to ensure that the query
node always gets the query resource in our search algorithm.

IV.PERFORMANCE EVALUATION

A. Simulation Methodology

In our algorithm, a random network is generated with
unidirectional links between the nodes. Initially, these nodes
have no information about other nodes. As the queries in the
search algorithm are generated and forwarded, each node
learns who its useful friends are. Each query is generated at
random by selecting a query node randomly from all TN
nodes. The corresponding query resource is also selected
randomly from all TR resources in the network. Each query is
tagged with the value of TM, which means that the query can
be forwarded to up to TM nodes.

We consider two different types of initial resource
distribution. In case I, we set as a heterogeneous distribution
of resources where each resource can be with a variable
number of nodes. Each resource is given a value chosen
randomly between 1 and TN/2. The resources are distributed
at random among the nodes in the network according to their
chosen value. The nodes are chosen randomly and uniformly
for this resource distribution. In case II, to see how our
algorithm works for homogeneous resource distribution, at the
start of each test, we randomly and uniformly distribute each
resource to 10 nodes. The Success Rate is defined as the
number of times the queries were resolved with the one-hop
algorithm via RBS, UBS or NBS, without the need of the
central server, out of the total number of queries (TQ) in the
network. Mathematically, the success rate is evaluated as
follows. The higher the success rate, the better the
performance of the one-hop search algorithm.

ASR = Sum of Success Rate from a number of simulations

Total number of simulations

The Average Success Rate (ASR) is the average success
rate obtained from several simulated scenarios with the same

parameters.
Successfulggs + Successfulygs + Successfulygs

TQ

The average path to the resource is the number of overlay
hops that a query has to travel to find its resource. It is directly
proportional to the time required to locate the required
resource in the network. The smaller the average path length
to the resource is, the lower the delay to locate that resource.
The average number of messages sent and received per node
is obtained by summing the total messages received and sent
by each node for the total of TQ queries in the network and
dividing by the network size TN. The lower the average
number of messages sent and received per node, the lower the
network traffic. Also the probability that there is a

Success Rate = X 100%

unidirectional link from one node to another in the network is
named “p”.

A. Results and discussion

We compare the performance of the proposed one-hop
algorithm with the random walk [10] and the two-hop
algorithm [2]. For initial resource distribution, in case I each
resource is given a random value between 1 to TN/2 and
distributed randomly to this number of the nodes in the
network. And in case II, each resource is distributed to 10
nodes randomly in the beginning. Finally, the probability that
there is a unidirectional link from one node to another in the
network named p. When the value of TM is increased, a query
can be forwarded to a greater number of nodes. Therefore, the
ASR increases with the TM. For p=0.1, we observe that our
proposed one-hop algorithm is comparable and better than the
two-hop algorithm and the random walk algorithm as shown
in figure 4, because more information is stored in the one-hop
algorithm as queries.
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algorithm
60 1 B | ] | ® Two-hop
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240 — — o
ORandom
Walk
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(a) 0 - T T —
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100 - — —
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<40 - Two-.hop
algorithm
ORandom
20 4 Walk
(b) 0 T T T T 1
0.02 0.05 0.1 0.15 02 —>T™M

Fig. 3. ASR and resource distribution (a): Case I, (b): Case II

Fig. 5 shows how the average path length to resource varies
in the three algorithms. When the value of TM is increased for
TN=500, TR=100, TQ=1000 and p=0.1, a query can be
forwarded to nodes at further number of hops in the random
walk algorithm, increasing the average path lengths to
resources. In the two-hop algorithm, a resource may be found
within the first or second hop. Therefore, the average path
length to a resource is between 1 and 2. In the one-hop
algorithm, a query is forwarded only within one hop and a
new link is established if the recommended node is more than
one hop away. Therefore, the resource is always located at the
node in one hop and the average path length to a resource is
equal to 1. For resource distribution in case I, there are more
resources available. Therefore, a resource can be located in
fewer hops when compared to case II.
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Fig. 6 shows the average number of messages sent and g o : :
. . . --->ThA
received per node for all the three algorithms. When TM is = 0 0,05 0,1 0,15 0,2

increased for TN=500, TR=100, TQ=1000 and p=0.1, the
average number of messages per node increases in the random
walk algorithm as it can forward the query to more nodes. The
average number of messages sent and received per node
saturates due to the average node degree in the two-hop
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Fig. 6. Average number of messages Sent & Received (a): Case L, (b): Case II

When the network size in a P2P network increases, we have
addition in the number of peers participating in the search.
The peers not only consume resources but also provide



resources. So the ASR should increase with an increase in the
network size. For TM=0.02TN as TN is increased from 100 to
500, the value of TM increases from 10 to 20, 30, 40 and 50.
At p=0.1, the average node degree is 50. For TR=100 and
TQ=1000, as TN increases, TM increases and a query can be
forwarded to more nodes. Therefore, the ASR increases for all
the three algorithms as shown in Figure 7.
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Fig. 7. ASR for TM=0.02TN, p=0.1 and resource distribution in Case I

As the value of TQ increases (size of the query) the useful
friends and the resource lists increase in the network and
occupy more storage space resulting in an increase in
processing time for each query. As Fig. 8 shows, the size of
the query record can be limited to 10 a number at which we

can achieve the same ASR when the query record is unlimited.
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Fig. 8. ASR for TN=500, TR=100, TQ=1000 and p=0.1 with query limitation
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Fig. 9. ASR for TN=500, TM=0.02TN, TR=100, TQ=1000 and p=0.1 with
resource limitation

For resource limitation, we use different methods: LRU
(Least-Recently Used), FIFO (First-In-First-Out), most-

requested and LIFO. We limit the resources to different values
to select the smallest values that can give the same ASR as
when the number of resources is unlimited. In LRU, to store a
new resource, the resource that was the least-recently
requested is removed. FIFO and LIFO remove the resource
that was stored first and last, respectively. The most-requested
method removes the resource that was most requested by its
neighbours. Fig. 9 shows that LRU and FIFO are
comparatively better than the other two methods and that we
can limit the number of resources to 30 to achieve the same
ASR as when the number of resources is unlimited.

V. CONCLUSION AND FUTURE WORK

In this paper, we have proposed a one-hop algorithm to
locate the resources in P2P networks that exploits social
behaviour patterns where peers develop friendships with
others who have similar interests. Our solution limits the
queries to the peers within one logical hop and also minimized
the memory space of the network by limiting the query record,
useful friends and resources. Simulation results show that the
average success rate is higher in compare to other similar
algorithms (Random Walk and Two hop algorithm). In
addition, the average path length to resources is also the lower
which is directly related to the time required to locate the
resource or network delay. Furthermore, the average number
of messages sent and received per node in the one-hop
algorithm is less than the same as in the two-hop algorithm.
Finally, the query record, useful friends and resources can be
limited to suitable values, reducing the required memory.
LRU and FIFO policies provide better average success rates
with resource limitation situations in our search algorithm.
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